
Estuarine, Coastal and Shelf Science 305 (2024) 108853

Available online 24 June 2024
0272-7714/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Georectifying drone image data over water surfaces without fixed ground 
control: Methodology, uncertainty assessment and application over an 
estuarine environment 

Jennifer Watts a,*, Thomas Holding b, Karen Anderson c, Thomas G. Bell d, Bertrand Chapron e, 
Craig Donlon f, Fabrice Collard g, Neill Wood h, David Walker i, Leon DeBell j, James P. Duffy k, 
Jamie Shutler a 

a Centre for Geography and Environmental Science, University of Exeter, Penryn, Cornwall, UK 
b Max Planck Institute for Evolutionary Anthropology, Deutscher Platz 6, 04103, Leipzig, Germany 
c Environment and Sustainability Institute, University of Exeter, Penryn, Cornwall, UK 
d Plymouth Marine Laboratory, Plymouth, Devon, UK 
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A B S T R A C T   

Light-weight consumer-grade drones have the potential to provide geospatial image data to study a broad range of oceanic processes. However, rigorously tested 
methodologies to effectively and accurately geolocate and rectify these image data over mobile and dynamic water surfaces, where temporally fixed points of 
reference are unlikely to exist, are limited. We present a simple to use automated workflow for georectifying individual aerial images using position and orientation 
data from the drone’s on-board sensor (i.e. direct-georectification). The presented methodology includes correcting for camera lens distortion and viewing angle and 
exploits standard mathematics and camera data processing techniques. The method is used to georectify image datasets from test flights with different combinations 
of altitude and camera angle. Using a test site over land, directly-georectified images, as well as the same images georectified using standard photogrammetry 
software, are evaluated using a network of known ground control points. The novel methodology performs well with the camera at nadir (both 10 m and 25 m above 
ground level) and exhibits a mean spatial accuracy of ±1 m. The same accuracy is achieved when the camera angle is 30◦ at 10 m above ground level but decreases to 
±2.9 m at 30◦ and 25 m. The accuracy changes because the uncertainties are a function of the altitude and angle of the camera versus the ground. Drone in-flight 
positioning errors can reduce the accuracy further to ±5 m with the camera at 30◦ and 25 m. An ensemble approach is used to map the uncertainties within the 
camera field-of-view to show how they change with viewing distance and drone position and orientation. The complete approach is demonstrated over an estuarine 
environment that includes the shoreline and open water, producing results consistent with the land-based field-tests of accuracy. Overall, the workflow presented 
here provides a low cost and agile solution for direct-georectification of drone-captured image data over water surfaces. This approach could be used for collecting 
and processing image data from drones or ship-mounted cameras to provide observations of ocean colour, sea-ice, ocean glitter, sea surface roughness, white-cap 
coverage, coastal water quality, and river plumes. The Python scripts for the complete image georectification workflow, including uncertainty map generation, 
are available from https://github.com/JamieLab/SArONG.   

1. Introduction 

Light-weight consumer-grade drones are an agile and cost-effective 
tool for capturing low-altitude (<120 m) images and fine spatial reso
lution geospatial information. The spatial and temporal resolution (e.g. 

10 mm per pixel, sub-hourly) of data collected by drones can effectively 
bridge the gap between satellite datasets (m to km, daily to monthly) 
and discrete in situ measurements. As a result, drones have shown 
considerable promise for a range of scientific studies. In marine and 
coastal science, the applications and uses of drone technology are 
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diverse and include coastal management (e.g. Duffy et al., 2018a,b; 
Pucino et al., 2021), conservation (Johnston, 2019), ecology (e.g. Ven
tura et al., 2018) and biological oceanography (e.g. Gray et al., 2022). 

To create high-quality geospatial datasets from drone image data
sets, such as orthomosaics from overlapping sets of imaging data, the 
data first needs to be georectified. Georectification is the process by 
which images are corrected for spatial variations caused by the camera 
lens and differences in viewing angle between the drone and Earth’s 
surface and then projected into a known coordinate system. Over 
terrestrial systems it is possible to generate orthomosaics without the use 
of measured ground control points using just the Exchangeable Image 
File Format (EXIF) or Extreme memory Profile (XMP) tagged images 
often captured by drones. These image tags typically contain informa
tion on the intrinsic camera parameters (e.g. focal length) as well as the 
camera position and orientation at the time of image capture. Computer- 
vision based photogrammetry software uses this information in 
conjunction with static tie-points that are visible from multiple images 
or viewpoints (identifiable points of interest such as points of high 
contrast or interesting texture) for georectification. These tie-points and 
image tags can be used as input to structure-from-motion techniques 
which estimate the 3D position of these static tie-points in space by 
triangulating their locations from multiple images. The 3D model pro
duced by structure-from-motion can then be further refined using 
bundle adjustment algorithms, which refine the tie-point matching to 
produce an optimal 3D construction based on minimising re-projection 
errors. For higher accuracy scene reconstruction, easily discernible fixed 
points of reference within the camera field-of-view, such as permanent 
or static features or deliberately placed ground control points (GCPs) are 
used. These fixed positions – often surveyed using differential Global 
Navigation Satellite System (GNSS) real-time-kinematic (RTK) equip
ment –provide consistent points of reference in real-world coordinates 
allowing image mosaics to be constructed and evaluated. Positional 
accuracy without the use of GCPs can be improved using real-time- 
kinematic drone systems; however, these require connection to a base 
station (a stationary object with defined precise coordinates), and they 
are an order of magnitude more expensive to purchase (e.g. thousands of 
£ compared to hundreds of £) than standard drone imaging equipment 
without real-time-kinematic capabilities. Connection to a stable base 
station in marine environments, other than coastal regions near to 
infrastructure, is generally not possible. Furthermore, even with the use 
of a real-time-kinematic drone system, the stated accuracy values are not 
necessarily achieved in the final processed data products (Ekaso et al., 
2020).With all of these approaches, it is common for drone collected 
image datasets to be processed using workflows in photogrammetry 
software that have been developed for land-based applications and 
assessment (e.g. Agisoft Metashape, Pix4D), and all rely on the existence 
of stationary points within the camera field-of-view within all images. 

It is not possible to identify static tie-points or deploy fixed ground 
control points to study dynamic or mobile environments such as water 
surfaces (Jeziorska, 2019). This is due to candidate features (e.g., 
breaking waves) being short lived and transient in comparison to the 
image capture speed or drone movements, and so these features are 
unlikely to exist within multiple camera views, or they will have moved, 
deformed, or evolved. As a result, quantitative drone studies have been 
mostly limited to the intertidal zone or other near-coast ecosystems and 
environments where either tie-points can be identified, or ground con
trol can be deployed. Examples from the literature include using 
structure-from-motion photogrammetric techniques (Cavanaugh et al., 
2021; Cunliffe et al., 2019; Duffy et al., 2018), image co-registration 
onto a basemap (Mallast and Siebert, 2019) or RTK-enabled drones 
(Seymour et al., 2018). In these environments, it is still feasible to 
produce orthomosaics by using feature-matching techniques between 
overlapping images (e.g. the coastline or features on the sea-bed). In 
contrast, studies using drones in offshore environments have mostly 
focused on applications where accurate georectification of image data
sets is not necessary, such as observing and counting marine mega fauna 

(Williamson et al., 2021, see the references within: Johnston, 2019; 
Kislik et al., 2018) or identification of floating macro-litter (Andriolo 
et al., 2022). In these examples, if a specific geolocation position is 
required for a target within the image view the drone position itself 
(longitude and latitude) is used without considering the true sensor 
field-of-view or orientation. Other studies have used this approach to 
geolocate sea-surface observations from alternative (non-imaging) 
drone-mounted sensors, for example infrared thermometers (Cassano 
et al., 2016) and hyperspectral radiometers (Shang et al., 2017). Geo
locating data in this way assumes that the sensor remained at nadir (i.e. 
its orientation was unaffected by the movement of the drone or that the 
drone was horizontally and vertically stable during data collection). 
Please see Text S1 in the supporting information for a detailed 
description of the methods used in published marine studies to georec
tify image data over water surfaces without ground control. 

If information on the camera specifications, position, and orientation 
(as required to determine its field-of-view) are known then individual 
images collected by drones can be directly georectified. This technique 
has been widely used in terrestrial applications, however there are 
limited instances in the literature where images collected by drones over 
solely water surfaces have been processed using direct-georectification. 
Examples include the use of video-stream image mosaicking techniques 
developed for over land (Zhou, 2010) to make observations of the sea 
surface (Zappa et al., 2020) and direct-georectification of individual 
images for the extraction of sea surface state (Almar et al., 2021). 
However, in both studies there is limited evidence of a rigorous assess
ment of the accuracy and precision of the georectification procedure 
used, its appropriateness for use over a dynamic water environment or 
its resultant impact on any extracted datasets. 

The spatial accuracy of images that have undergone direct- 
georectification is a function of the accuracy of the interior orientation 
parameters (e.g. camera lens distortion) and the accuracy of the exterior 
orientation parameters recorded by the drone on-board sensors (easting, 
northing, altitude) and camera and drone orientation (roll, pitch, yaw). 
There is a tendency for studies to characterise data uncertainty ac
cording to the equipment’s manufacturer reported maximum accuracy 
values (e.g. Zappa et al., 2020) as these are readily available or no more 
specific information exists. However, in practice, it is unlikely that 
maximum positioning values are achievable during all field operations 
and conditions (Schweitzer and Cowen, 2022). Characterising un
certainties and their impact on final image georectification accuracy is 
an essential step towards enabling drone-collected datasets to be used 
more widely for offshore marine applications. 

We present and evaluate an open-source workflow for georectifying 
individual low-altitude consumer-grade drone images using the camera 
specifications and the on-board positional and orientation information 
recorded by the drone internal sensors. This work is limited to single 
image georectification as the target environments are mobile water 
surfaces, meaning conditions can vary at frequencies higher than the 
image sampling within a drone survey. 

The aim of this work is to address the following research questions: 

(1) Can drone image data be georectified using only on-board posi
tional and orientation information without the use of ground 
control or image tie points?  

(2) What is the accuracy of individual image georectification without 
ground control points and how does this vary with changing 
flight parameters (e.g. altitude and camera angle)?  

(3) How does the performance of on-board sensors recording drone 
position (GNSS coordinates, altitude) and orientation (roll, pitch, 
yaw) vary and what is the impact on image georectification ac
curacy and precision? 

2. Methods 

The methods presented here comprise a description of two uses of a 
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direct-georectification workflow that has been implemented within 
Python. The first use is for a field experiment designed to enable 
assessment of the method uncertainties and the second is to collect 
image data over an example estuarine environment. Sections 2.1 to 2.3 
describe the uncertainty assessment field experiment set-up and data 
collection while section 2.4 describes the direct-georectification work
flow itself. Sections 2.5 and 2.8 then cover the uncertainty assessment 
data analysis while section 2.9 describes the collection and analysis of 
optical image data over an estuarine environment. 

2.1. Field site and ground survey 

On land field-tests were conducted at a site in Blackwater, Cornwall, 
UK (50.280 ◦N, 5.153 ◦W). These land-based field tests enabled the 
direct-georectification workflow (used to georectify the images) to be 
evaluated against a network of measured ground control points, and the 
same images were georectified using standard photogrammetry soft
ware (Agisoft Metashape, both with and without the use of fixed ground 
control points). Collectively this allows the direct-georectification 
method to be evaluated and placed into the context of the results from 
standard land-focussed georectification methods. The site is low-relief 
area of grass with an average elevation of 133.7 ± 1 m and a slope of 
5 % as can be seen on the digital surface models shown on Fig. 1a and b. 
The site is exposed to broken and turbulent wind-fields due to trees and 
building structures along its perimeter with heights up to and over 25 m 

above ground level. 
A grid of ground control points (GCPs) (n = 59) with 5 m spacing was 

installed using black and white grid targets (Fig. 1). The GCPs used in 
this work consisted of a mixture of sewn or spray painted chequered 
black and white fabric targets (300 × 300 mm in size). Each GCP was 
secured to the ground on all four corners using metal pegs. The easting 
(m), northing (m) and elevation (m) of the centre of each target was 
measured using a differential GNSS (D-GNSS) RTK Leica GS-08 plus 
survey system (manufacturer stated accuracy of ~5 mm horizontally 
and ~10 mm vertically). The D-GNSS RTK system consisted of a base 
station, set up over a static control point installed at the field site (see 
Fig. 1) and a rover kit used to take the measurements. 

2.2. Drone platform and sensor equipment 

Images were collected using a DJI Mavic 2 Pro (DJI M2P) with an in- 
built Hasselblad camera (Horizontal field-of-view of 64.94◦, Vertical 
field-of-view of 51.03◦). Each DJI M2P image is 5472 × 3648 pixels. The 
DJI M2P records positional data in World Geodetic System (1984), WGS- 
84, as longitude, latitude and elevation using a single GNSS unit con
taining a GNSS chip (type UBX-M8030) enabled to receive both the 
Global Positioning System (GPS) and Global Navigation Satellite System 
(GLONASS) networks. The drone measures altitude above take-off point 
(metres) using a barometric sensor and altitude above ground level 
(metres) at the drone position using a sonar sensor. The drone measures 

Fig. 1. The field-site and GCP set-up, location of the D-GNSS RTK base station (purple) drone take off point (yellow) and the image ground footprints for each 
altitude and camera angle for Dataset A (Fig. 1a, top panel) with flight paths and hover locations shown in orange (nadir) and pink (30◦) and Dataset B (Fig. 1b, 
bottom panel) with flight paths and hover flight locations shown in black. The black and white symbols show the positions of the D-GNSS RTK measured GCP targets. 
Also shown is the image field-of-view specific digital surface model of site topography. These data were produced by Agisoft Metashape from a gridded aerial survey 
and the D-GNSS RTK measured GCP targets. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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yaw (compass heading in degrees) using a single magnetic internal 
compass module and pitch (in degrees) and roll (in degrees) using a pair 
of inertial motion units (IMUs). Manufacturer specifications for the ac
curacy of the DJI Mavic 2 Pro sensors is unavailable as it is proprietary 
information. 

2.3. Airborne surveys 

Sets of images were collected over the grid of GCPs by maintaining 
the drone in a fixed position (hovering) at an altitude of 10 m and 25 m 
above ground level with the camera at an angle of 0◦ (nadir) and 30◦

from nadir in the forward direction (relative to the drone platform). 
Example ground footprints for each hover flight are shown on Fig. 1. 
These images had a resultant areal footprint of 120 m2 (10 m, 0◦), 389 
m2 (10 m, 30◦), 768 m2 (25 m, 0◦) and 1352 m2 (25 m, 30◦). Image 
collection was undertaken using hover flights in order to collect multiple 
images with stable position and orientation information from the drone 
sensors. The collection of these sets of images (instead of single images) 
enables statistical assessment of the time-varying performance of the 

drone on-board sensor. Flights were made manually with the drone in 
GPS mode (P-mode). During each flight, the hover position for each 
altitude and camera angle combination was selected manually to pro
vide the best within-image coverage of ground control points using the 
camera field-of-view livestream displayed on the ground station 
controller. See Fig. 1 for flight path information and hover points and 
supporting information Table S1 for further details of these two datasets. 
For each combination of altitude and camera angle (a total of n = 4), the 
drone maintained its position over the grid of ground control points for 
2 min (using the inbuilt hover capability) and captured images every 2 s 
using the auto-timer capture function. This resulted in four aerial image 
sets, one for each altitude and camera angle combination, consisting of 
~60 overlapping images. This was repeated to produce Dataset A and 
Dataset B which were collected over different days (see Table S1, sup
porting materials). Collecting data on different days allowed the impact 
of differing environmental conditions (e.g. wind conditions) to be 
examined (see supporting materials, Figure S4.1, Text S4.4) or effects 
due to time-varying sensor accuracy to be observed (see discussion in 
section 4.4.2). 

Fig. 2. Image processing workflow for the Python direct-georectification methodology.  
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2.4. Direct-georectification in python 

The workflow for the direct georectification method is given in Fig. 2 
and the critical steps which comprise the georectification process are the 
lens distortion correction and the image reprojection, which includes the 
image corner calculation step. Other aspects of this description are 
specific to the platform used within this work and thus could be adapted 
for other sensor and drone set ups. The full Python implementation is 
freely available from https://github.com/JamieLab/SArONG). This 
workflow was implemented in Python version 3.6 and executed on an 
HP Elitebook with an Intel Core i5-10310U central processing unit 
(standard based frequency of 1.7 GHz), running a 64-bit operating sys
tem with 16.0 GB of memory. Georectification of a single image takes 
~6 s. The following methods describe each of the steps given in Fig. 2. 

2.4.1. Lens distortion correction 
Images are corrected for lens distortion using camera calibration 

tools in the open-source computer vision and machine learning software 
library OpenCV (version 3.4.2). Prior to use on the drone, OpenCV was 
used to calculate lens distortion coefficients from a set of calibration 
images (n = 20) of a 9 by 6 chessboard pattern taken using the drone 
camera at varying distances and angles. The lens distortion coefficients 
for the DJI M2P can be viewed in the camera_calibration_settings.py 
script within the linked GitHub repository. The resultant lens distortion 
coefficients are applied to each image using a custom Python script 
(calibrate.py), the basis of which is bundled with OpenCV, whereas this 
has been edited to stop the removal of edge data. The workflow auto
matically saves all corrected images in a separate file without altering 
the image format (e.g.jpg, .raw). In this work.raw image files were used 
to avoid compression artefacts. 

2.4.2. Extracting image metadata 
The DJI M2P automatically geotags each image in the EXIF header 

with the camera longitude, latitude, and elevation above the ellipsoid 
(in WGS84). Flight logs (logged at a frequency of 10 Hz) containing 
additional information on drone position (altitude above ground level in 
m) and orientation data (roll, pitch, yaw) were extracted in.csv format 
using AirData UAV (https://airdata.com). AirData UAV (HD Free 
Version) is a free software that processes the encrypted flight data 
created by DJI compatible flight control apps used to initiate the DJI 
M2P flights (e.g. DJI GO4). 

The AirData UAV flight logs contain information on the DJI M2P 
image capture times collocated with flight parameters. Using this in
formation, an image-wise metadata file (.csv) is created which lists the 
undistorted image file name alongside the drone position (longitude, 
latitude, and elevation (WGS84), easting and northing (British National 
Grid), altitude above ground level at the drone position (metres), alti
tude above ground level at drone take off position (metres) and drone 
orientation (roll, pitch, yaw in degrees). Also recorded is the number of 
satellites being used for positioning when each image is captured. The 
AirData UAV flight logs only contain information on the image capture 
times when the sensor is in-built (e.g. attached to the drone central 
processing unit). For externally mounted sensors, the Python workflow 
script can be used instead to extract image metadata and co-locate it 
with the flight sensor data. 

2.4.3. Extract stationary periods (optional) 
This step was not implemented during this work, however an option 

to filter the data to temporally stationary periods with respect to drone 
position and camera orientation is included within the Python work
flow. The identification of images from these ‘stationary’ periods re
duces the effect of any time lag between sensors and changes in position 
and orientation due to unexpected drone motion. Stationary points are 
flagged using a rolling standard deviation of each positional parameter 
over a 20-s window that is then compared to a user-determined 
threshold. The thresholds for each parameter should be determined 

experimentally as it is dependent on the platform stability and envi
ronmental conditions (e.g. wind-speeds, satellite constellation). How
ever, for a drone platform used in this work we recommend a starting 
point of 0.00002◦ for latitude and longitude (which equates to ~2 m at 
the equator), and 2 m for altitude and 2◦ for roll, pitch, and yaw. These 
thresholds can be reduced or increased by examining the resultant 
filtered image datasets. When the standard deviation is below the chosen 
threshold the drone is considered to be near-stationary with respect to 
the parameter of interest. An image flag (stable or unstable) is created 
and stored in the image metadata file (.csv). 

2.4.4. Image corner calculation and image reprojection 
To perform direct-georectification the ‘on-the-ground’ x,y co

ordinates for each image corner are required. These are determined 
using standard mathematical ray tracing techniques (Glassner, 1989). 
For each corner, ray vectors are determined from the sensors horizontal 
and vertical field-of-view. Each ray is rotated according to the drone 
orientation (roll, pitch, yaw) and its intersection with the ground 
(assumed to be a flat plane) the position of which is determined using 
the drone position (longitude, latitude, and altitude). The full mathe
matical description of the ray tracing approach used in this work is given 
in the supporting materials (Equations S1 – S23). The Python code for 
applying the ray tracing follows a variation of the script camera_
calculator.py method from http://gist.github.com/luipir (Pirelli, 2019). 

The corner coordinates (which in this work are in British National 
Grid, metres) are used as control points to re-project the image using 
gdal.warp (version 2.4.1). The workflow (Fig. 2) produces a georectified 
image file (.tif), the equivalent netCDF file containing all metadata (.nc) 
and a separate file containing a duplicate of the metadata (.vrt). 

2.5. Image georectification in Agisoft Metashape 

To create a reference dataset against which the capability of the 
presented Python methodology could be compared, each hover flight 
image set was also processed using Agisoft Metashape Professional 2.0.1 
(henceforth referred to as Agisoft Metashape), which is a standard 
photogrammetric software programme. The Agisoft Metashape work
flow corrects for radial distortion during camera calibration using the set 
of image data and information on the camera lens (focal length, pixel 
size) to calculate interior orientation parameters (including lens 
distortion parameters). Distinctive tie-points are identified and used to 
produce a 3D model using structure-from-motion, bundle adjustment 
and multi-view stereo algorithms, although the exact method used by 
Agisoft Metashape is proprietary information. These models, and any 
extracted orthomosaics, can be given real-word coordinates either using 
the camera position information from the drone or by manually iden
tifying measured ground control points within images. For this work, 
image sets were processed using two Agisoft Metashape workflows, one 
using just the camera position information from the drone (Agisoft 
Metashape without GCPs) and one using user identified D-GNSS RTK 
measured GCPs (Agisoft Metashape with GCPs). See supporting infor
mation Text S2 and S3 for the details of the Metashape workflows. In
dividual georectified images can be exported from Agisoft Metashape 
once an orthomosaic is created, and it is these images that are used in the 
subsequent analysis. 

2.6. Georectified image accuracy assessment from all methods 

The centre of each GCP was visually identified and the position 
extracted (easting, northing) from the georeferenced images created by 
all three methodologies (Direct-georectification, Agisoft with GCPs, 
Agisoft without GCPs). The coordinates (easting (x), northing (y)) of the 
GCPs identified within the georectified images from all three method
ologies were evaluated against the Leica D-GNSS RTK measured refer
ence (considered ‘truth’) GCP coordinates using a suite of standard 
statistical parameters (Equations (1)–(11)). These statistics are the 
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residuals which describe the directional distance between the measured 
and observed each GCP position in the x (Equation (1)) and y (Equation 
(2)) direction, the absolute residual which describes the non-directional 
distance between the measured and observed each GCP position in the x 
(Equation (3)) and y direction (Equation (4)), the mean bias which de
scribes the mean residual in the x (Equation (5)) and y direction 
(Equation (6)), the standard deviation which describes the spread of the 
differences in the x (Equation (7)) and y positions (Equation (8)), the 
root mean squared difference (RMSD) which measures the difference 
between the reference value and the observed values in the x (Equation 
(9)) and y (Equation (10)) directions, the mean Euclidean distance 
(Mean |(x, y)|) which examines the mean horizontal distance between 
the observed and measured x,y GCP positions (Equation (11)) and the 
distance root mean squared difference (DRMSD) (Equation (12)) which 
expresses 2D precision by combining the x and y direction standard 
deviations. 

Residual, x direction=Δx = xmeasured − xobserved (1)  

Residual, y direction=Δy = ymeasured − yobserved (2)  

Absolute Residual, x direction= |Δx| = |xmeasured − xobserved| (3)  

Absolute Residual, y direction= |Δy| = |ymeasured − yobserved| (4)  

Mean Bias, x direction=
1
n
∑

Δx (5)  

Mean Bias, y direction=
1
n
∑

Δy (6)  

Std, x direction= σx =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑

(Δx − μ)2
√

(7)  

Std, y direction= σy =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑

(Δy − μ)2
√

(8)  

RMSDx=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(Δx)2

n

√

(9)  

RMSDy=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(Δx)2

n

√

(10)  

Mean Euclidean Distance=Mean |(x, y)| =
1
n
∑ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Δx2 + Δy2
√

(11)  

DRMSD=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ2

x + σ2
y

√
(12)  

2.7. Drone on-board sensor position and orientation data accuracy 
assessment 

When high-accuracy GCPs (e.g. measured using an RTK GPS kit) are 
used in the Agisoft Metashape workflow, the software uses these to 
provide estimates of the ‘true’ position and orientation of the camera for 
each image. Using these estimates, the performance of the drone on- 
board sensor determined position was evaluated by comparing the 
drone position and orientation information for each image recorded by 
the drone on-board sensor to the reference position and orientation in
formation produced by Agisoft Metashape. These values were evaluated 
visually using box plots for each flight (Fig. 5) and used to calculate 
field-derived bias (Equation (5)) and RMSD (Equation (9)) values for 
each flight parameter (easting, northing, altitude, roll, pitch, yaw) for all 
flights combined. The latter bias and RMSD values are required for the 
ensemble uncertainty analysis presented in sections 2.8 and 3.2. 

2.8. Spatial uncertainty ensemble analysis 

An ensemble analysis is a methodology whereby the multiple simu
lations (e.g. ensemble runs) with differing input parameters are statis
tically compared to determine the influence of varying the input 
parameters. The following section describes an ensemble analysis con
ducted to evaluate the combined impact of the field-derived uncertainty 
estimates for the drone position and orientation parameters (obtained in 
section 2.7) on spatial accuracy within directly georectified images. 

A pixel-wise grid (5472 x 3648 pixels) of horizontal and vertical 
field-of-view angles was created by linearly interpolating between the 
edge values for the horizontal (− 32.47◦ = left edge, +32.47◦ = right 
edge) and vertical (− 25.515◦ = top edge, +25.515 = bottom edge) field- 
of-view of the DJI M2P camera. The position of each pixel was calculated 
using the direct ray tracing equations described in section 2.4.4 for four 
synthetic flight scenarios with the camera at an altitude of 10 m and 25 
m and at an angle of 0◦ (nadir) and 30◦. For all cases the camera was 
positioned at the origin (i.e. x (easting) = y (northing) = 0), facing due 
north (yaw = 0◦) with a camera roll of 0◦. These grids of x and y position 
for each pixel represent the perfect case for a georectified image (i.e. 
uncertainty of zero for all the flight parameters recorded by the drone). 

Each ensemble run consisted of perturbing the flight parameter in
puts of the ray vector mathematical equations used to determine pixel 
position. For each of the four synthetic flight scenarios a set of (n = 50) 
of flight parameter sets (easting, northing, altitude, roll, pitch yaw) were 
created in which the values for each parameter included additive ‘noise’. 
The noise for each data point was created by randomly selecting points 
from a normally distributed synthetic noise dataset (standard deviation 
equal to the RMSD, mean equal to the bias) using the field derived RMSD 
and bias estimates for each flight parameter obtained in section 2.7. 

For each set of flight parameters, the position (x,y) for each image 
pixel was calculated using the direct ray tracing equations described in 
section 2.1. The absolute residual (|Δx| and |Δy|) between the target and 
ensemble pixel position grids was calculated and combined into a single 
value by calculating the magnitude of the vector, from which the mean 
(e.g. the mean |x,y|,Equation 11), and standard deviation was taken. The 
results are presented as contour plots of positional uncertainty (m) and 
standard deviation for each of the flying height and camera angle 
combinations. 

The workflow described here for generating maps of within image 
spatial uncertainty was applied using custom Python scripts which are 
available from https://github.com/JamieLab/SArONG). 

2.9. Application in an estuarine environment 

A set of drone images were collected using a DJI M2P over the 
shoreline, including a quay wall, and open water in an estuarine envi
ronment in Restronguet Creek, Cornwall, UK (50.196 ◦N, − 5.0636 ◦W). 
Data collection was planned to eliminate the issue of sun glint by 
avoiding flying at solar noon and selecting a zenith angle when over 
water that was 90◦ to the sun, as recommended in (Duffy et al., 2018a,b) 
as well as manually checking for sun glint artefacts in camera view in the 
field. The images were georectified using the workflow described in 
section 2.4.1. The accuracy of the georectified images was evaluated 
using set of five targets placed on the shore. The easting (m), northing 
(m) and elevation (m) of the centre of each target was measured using 
the Leica GS-08 plus D-GNSS RTK survey system and measurements 
were also taken at 1 m spacing along the bottom edge of the quay wall. 

3. Results 

3.1. Georectified image accuracy assessment 

3.1.1. Average horizontal accuracy 
The horizontal (x,y) accuracy of each georectification method is 

compared using a range of statistical parameters (as presented in 
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Tables 1 and 2). Mean |x,y| is used within the text as it describes the 
absolute mean distance between the observed (e.g. image extracted) and 
RTK-GNSS measured GCP positions in the horizontal plane. Across all 
flying heights and camera angles, the presented direct-georectification 
workflow is capable of georectifying image datasets with an average 
horizontal accuracy consistent with the Agisoft Metashape approach 
without GCPs, which has a maximum Mean |(x, y)| of 4.32 m, but the 
accuracy is clearly lower than the Agisoft approach that uses GCPs, 
which has a maximum Mean |(x, y)| of 0.15 m. Fig. 3 and the values 
presented in Tables 1 and 2 show a clear relationship between the 
average horizontal georectification accuracy of the individual images 
(Python direct-georectification method) and Agisoft Metashape 
(without GCPs) with increasing flying height or camera angle. At a flying 
height of 10 m the Python direct-georectification was capable of 
georectifying the set images with an average horizontal accuracy 
(Mean |x, y|) of 0.94 m (Dataset A) to 1.09 m (Dataset B) when the 
camera angle was at nadir (0◦) and 0.8 (Dataset A) to 1.19 m (Dataset B) 
when the camera angle was 30◦. At a flying height of 25 m, average 
horizontal accuracy was 0.94 m (Dataset A) to 2.24 m (Dataset B) when 
the camera was at nadir and 2.63 m (Dataset A) to 3.14 m (Dataset B) at 
30◦. 

The spread of the differences in x, y positions of the identified GCPs 
(as shown by the whisker plots in Fig. 3 and the standard deviation 
values in Tables 1 and 2) also increases with increasing altitude and 
camera angle. The differences in the statistics for the east and north 
directions are likely for two potential reasons, firstly due to variability in 
the satellite constellation at the time of observation and secondly 
because the impact of uncertainties in other flight parameters (roll, 
pitch, yaw) will not have an equal impact in the easting and northing 
directions. 

3.1.2. Spatial variability in horizontal accuracy 
To examine how accuracy varies spatially within each directly- 

georectified image, the distance between the measured and observed 
GCP positions (mean |x, y|,Equation 11), henceforth referred to as GCP 
accuracy, are calculated and plotted as a function of the distance be
tween the drone and GCP (Fig. 4a and b). In the images collected at 10 m 
with the camera angle at nadir there is low spatial variability in GCP 
accuracy (<0.2 m), indicating that there is no strong relationship with 
distance from the drone at this elevation. Within the images collected at 
25 m with the camera at nadir, GCP accuracy decreases with increasing 
distance from the drone by 1–1.5 m (over a distance of ~17 m). The 
results for Dataset A at 25 m (open yellow symbols, Fig. 4b) exhibit high 
variability in accuracy for each individual GCP, as shown by the large 
error bars. The wind speed values shown in Table 1 and the wind-speed 
box plots in Fig. S1 (supporting materials) suggests that the variance of 
wind speed values during this flight was relatively high (as indicated by 
a standard deviation of 1.1 ms− 1, and a wind speed range of 3.5 ms− 1 up 
to 8.2 ms− 1) indicating that gusting wind may have been impacting 
drone stability during this hover flight. The results for Dataset B at 25 m 
with the camera at nadir (filled orange symbols, Fig. 4a) exhibit a large 
decrease in accuracy (up to 6 m) with increasing distance from the 
drone, which is likely due to an error in the recorded drone heading 
(yaw) – see discussion in section 3.2. 

There is an increase in spatial variability in GCP accuracy in the 
georectified images collected with the camera angle at 30◦ and with 
increasing altitude. In images captured at 10 m above ground level with 
the camera at 30◦ the GCP accuracy decreases as distance from the drone 
increases by 0.5–1 m over a distance of ~17 m. While in images 
captured at 25 m above ground level with the camera at 30◦ GCP ac
curacy decreases with increasing distance from the sensor by up to 4 m 
over a distance of ~30 m. 

Table 1 
Statistical description of the difference in the horizontal position of GCPs identified in images georectified using the Python workflow, Agisoft Metashape without GCPs 
and Agisoft Metashape with GCPs compared to the Leica D-GNSS RTK measured GCP locations for Dataset A. All statistics are calculated for the absolute residual in 
easting (Δx, Equation (3)) and northing (Δy, Equation (4)), except bias which uses the residual (Equations (5) and (6)). The range refers to the maximum absolute 
residual minus the minimum absolute residual.  

Flight Wind Dir (◦) 
(median + std) 

Wind Speed (m s− 1) (median + std) No. sats Statistical Parameter Python Method 
(without GCPs) 

Agisoft Metashape 
(without GCPs) 

Agisoft Metashape 
(with GCPs) 

East North East North East North 

10 m, 0◦ 261 ± 13 2.8 ± 0.74 16 Range (m) 2.19 2.19 2.72 3.77 0.11 0.11 
Mean bias (m) 0.88 0.34 2.68 1.03 0.06 0.03 
Median 0.86 0.30 2.68 1.03 0.06 0.02 
Std (σ) 0.48 0.21 1.07 0.64 0.04 0.02 
RMSD 1.00 0.40 2.89 1.21 0.08 0.04 
Mean |(x,y)| (m) 0.94 2.87 0.07 
DRMSD 0.53 1.25 0.05 

10 m, 30◦ 301 ± 8 4.1 ± 0.9 19 Range (m) 1.61 1.61 5.30 5.78 0.12 0.12 
Mean bias (m) 0.48 0.65 3.53 1.14 0.04 0.08 
Median 0.42 0.63 3.41 0.93 0.02 0.04 
Std (σ) 0.32 0.31 1.51 0.68 0.04 0.06 
RMSD 0.58 0.72 3.84 1.33 0.06 0.10 
Mean |(x,y)| (m) 0.80 3.71 0.09 
DRMSD 0.45 1.66 0.07 

25 m, 0◦ 258 ± 7 4.0 ± 0.3 17 Range (m) 1.74 1.74 1.62 2.36 0.05 0.05 
Mean bias (m) 0.50 0.80 1.58 0.60 0.02 0.01 
Median 0.46 0.74 1.61 0.58 0.02 0.01 
Std (σ) 0.34 0.52 0.46 0.38 0.01 0.01 
RMSD 0.60 0.96 1.64 0.71 0.02 0.02 
Mean |(x,y)| (m) 0.94 1.69 0.02 
DRMSD 0.62 0.60 0.02 

25 m, 30◦ 323 ± 7 6.0 ± 1.1 19 Range (m) 5.57 5.57 2.57 1.86 0.41 0.41 
Mean bias (m) 1.75 1.96 1.18 2.63 0.08 0.13 
Median 1.66 1.89 1.12 2.67 0.06 0.09 
Std (σ) 1.05 1.01 0.73 0.95 0.08 0.14 
RMSD 2.04 2.20 1.38 2.80 0.11 0.19 
Mean |(x,y)| (m) 2.63 2.88 0.15 
DRMSD 1.46 1.20 0.16  
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3.2. Drone on-board sensor position and orientation data accuracy 
assessment 

For each of the flying heights and camera angles, the distribution of 
the differences in the position and orientation recorded for each image 
by the drone sensor and the reference values estimated by Agisoft 
Metashape are shown in Fig. 5. In Dataset A, the difference between the 
reference eastings and northings for each image and the on-board sensor 
information are similar across all georectification methods. Residuals for 

both methods without ground control range between 0.5 and 2 m. In 
Dataset B, easting is consistently <1 m, while variability in northing is 
higher and ranges between 1 and 3 m throughout the four hover-flights. 

The largest differences between the on-board record and reference 
drone information occur in the yaw and roll values for the 25 m, nadir 
hover flight in Dataset B. In particular, the erroneous yaw value (− 12 to 
− 19◦) caused significant rotation of the entire field-of-view and resulted 
in a horizontal offset in GCP position that increases with distance from 
the drone. In all the remaining hover flights (Dataset A and B) the 

Table 2 
Statistical description of the difference in the horizontal position of GCPs identified in images georectified using the Python workflow, Agisoft Metashape without GCPs 
and Agisoft Metashape with GCPs compared to the Leica D-GNSS RTK measured GCP locations for Dataset B. All statistics are calculated for the absolute residual in 
easting (Δx, Equation (3)) and northing (Δy, Equation (4)), except bias which uses the residual (Equations (5) and (6)). The range refers to the maximum absolute 
residual minus the minimum absolute residual.  

Flight Wind Dir (median + std) Wind Speed (median + std) No. sats Statistical Parameter Python Method 
(without GCPs) 

Agisoft Metashape 
(without GCPs) 

Agisoft Metashape 
(with GCPs) 

East North East North East North 

10 m, 0◦ 308 ± 5 2.4 ± 0.41 17 Range (m) 1.39 1.26 0.46 1.24 0.03 0.03 
Mean bias (m) 0.62 0.90 2.69 2.13 0.02 0.01 
Median 0.60 0.90 2.69 2.13 0.02 0.01 
Std (σ) 0.42 0.35 0.20 0.33 0.01 0.01 
RMSD 0.75 0.96 2.70 2.15 0.02 0.01 
Mean |(x,y)| (m) 1.09 3.43 0.02 
DRMSD 0.55 0.39 0.01 

10 m, 30◦ 305 ± 4 2.4 ± 0.46 17 Range (m) 1.90 1.91 1.49 0.50 0.13 0.12 
Mean bias (m) 0.92 0.75 1.71 2.99 0.03 0.07 
Median 0.94 0.67 1.74 3.07 0.02 0.05 
Std (σ) 0.44 0.51 0.47 0.53 0.03 0.04 
RMSD 1.02 0.90 1.77 3.04 0.04 0.08 
Mean |(x,y)| (m) 1.19 3.44 0.07 
DRMSD 0.67 0.71 0.05 

25 m, 0◦ 310 ± 4 4.2 ± 0.18 17 Range (m) 4.62 4.62 5.89 6.46 0.13 0.13 
Mean bias (m) 1.82 1.57 3.35 2.60 0.02 0.03 
Median 1.64 1.30 3.29 2.59 0.01 0.02 
Std (σ) 1.13 1.13 1.57 1.65 0.03 0.03 
RMSD 2.14 1.94 3.70 3.08 0.03 0.04 
Mean |(x,y)| (m) 2.4 4.24 0.04 
DRMSD 1.60 2.28 0.04 

25, 30◦ 320 ± 5 5.1 ± 0.35 18/19 Range (m) 3.15 3.31 3.49 2.65 0.37 0.36 
Mean bias (m) 1.51 2.75 2.19 3.72 0.07 0.12 
Median 1.49 2.99 2.32 3.85 0.04 0.06 
Std (σ) 0.62 1.32 1.05 1.67 0.08 0.14 
RMSD 1.64 3.05 2.43 4.08 0.11 0.18 
Mean |(x,y)| (m) 3.14 4.32 0.14 
DRMSD 1.46 1.97 0.16  

Fig. 3. Distribution of absolute residual in easting (ΔE) and northing (ΔN) in metres (m) between the GCP position measured by the Leica D-GNSS RTK and observed 
in the direct-georectified images for all four drone flights at flying height of 10 and 25 m above ground level (AGL) with the camera at nadir and 30◦ for Dataset A 
(Fig. 3a) and Dataset B (Fig. 3b). 
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reference and observed camera orientation values (yaw, pitch, and roll) 
are consistently between ± 0–5◦. 

The results show that error in position and orientation information 
can vary within a single drone mission, suggesting that errors are not 
consistent in both time and space. It is unclear if this variability was 
caused by a sudden change in environmental conditions (e.g. changes in 
wind-speed and direction) or internal sensor variability. Except for the 
25 m, 30◦ flight in Dataset A, no clear relationship between environ
mental conditions (e.g. wind speed, wind direction, wind direction 
relative to drone heading) and the accuracy of drone position and/or 
orientation as recorded by the on-board sensor were identified in either 
Dataset A or B (see supporting information Text S4, Fig. S1). 

Datasets A and B were also combined to calculate a single mean bias 
(Equation (2)) and RMSD (Equation (6)) value for each flight parameter: 
Easting (0.30 m, 1.00 m), Northing (0.32 m, 1.06 m), Altitude (0.28 m, 
0.36 m), Roll (2.01◦, 2.48◦), Pitch (− 1.54◦, 1.79◦) and Yaw (1.77◦, 
2.86◦). These field-derived parameters are used to drive the uncertainty 
analysis described in section 2.5 to understand individual pixel or within 
camera-view uncertainties, the results of which are presented in section 
3.3. 

3.3. Spatial uncertainty ensemble analysis 

Fig. 6 presents the results of the ensemble analysis showing spatially 
varying mean uncertainty (m) (left panels) and standard deviation (m) 
(right panels) for all sensor altitude (10 m, 25 m) and camera angle 
(nadir, 30◦) combinations. Mean uncertainty in pixel position refers to 
the Mean |(x, y)| (Equation (11)) which describes the horizontal distance 
between the reference pixel positions (x,y) and the pixel positions (x,y) 
calculated in each ensemble run. At 10 m with the camera at 0◦ uncer
tainty in pixel position varies by 0.3 m, with a maximum difference of 
1.6 ± 0.84 m (mean ± std), increasing to a within image variation of 1.2 
m, with a maximum difference of 2.4 ± 1.3 m when the camera is at 30◦. 
At 25 m, variability in uncertainty (e.g. the range) increases to 1 m with 
the camera at nadir and 3.2 m at 30◦. As flying height and camera angle 
increase, both the magnitude and standard deviation in the resultant 
geolocation uncertainties increase. 

3.4. Application in an estuarine environment 

Fig. 7 demonstrates using the direct-georectification method on 
image data collected by a DJI M2P drone over an estuarine environment, 
where the shoreline and water offshore are visible. Table 3 evaluates the 
differences between the measured (DGNSS) and image data provided 
(georectified images) position of a set of five GCPs deployed on the shore 
(Fig. 7). The GCPs identified in the images taken at nadir at a height of 
25 m had mean absolute difference in x,y position of 0.92 m increasing 
to 5.01 m when the camera is at 30◦. These results are comparable to the 
field tests presented in section 3.1.1. (mean absolute difference in x,y 
position of 0.94 m at nadir increasing to 2.9 m at 30◦) and the uncer
tainty estimates presented in section 3.3 (mean absolute difference in x,y 
position of 1.9 m at nadir increasing to 3.2 m at 30◦). 

Overall, the values presented in Table 3 show that the spatial un
certainty for both the nadir and oblique camera angles at a flying height 
of 25 m are consistent to those identified in the field experiments shown 
in section 3.1.1 and 3.1.2 and the uncertainty assessment in section 3.3. 
It should be noted that as the GCPs are clustered in one area of the image 
they are not representative of all areas of the image, in particular for the 
30◦ example due to the spatial variability in accuracy (i.e. as observed in 
section 3.1.2). However, they compared well to the results of the spatial 
uncertainty ensemble analysis presented in section 3.3. 

4. Discussion 

We present a complete open-source workflow for direct- 
georectification of drone image data which uses the drone position 
and orientation data to rectify the image. Field-tests show that, when 
using the platform and sensor set-up described in this work, the meth
odology is capable of directly georectifying image datasets with a 
consistent average horizontal accuracy <2 m (research questions 1 and 
2). This accuracy can decrease to 6 m within a single image and its value 
is a function of flying height and camera angle (research question 2). A 
relationship between increasing spatial variability in horizontal accu
racy and increasing altitude and camera angle was also observed. This 
effect occurs as the impact of exterior camera angle errors increases with 
increasing viewing distance from the drone to the ground (research 
question 3), which is a function of viewing angle and altitude. This effect 
is clear in the results as at an altitude of 10 m the difference in average 
spatial accuracy of georectified images taken at nadir or 30◦ is small and 
the within image spatial variability is low (especially when compared to 
the 25 m examples). 

Spatial variability of the geolocation uncertainties is important for 
quantitative data applications as it not only describes how accurately the 
whole image is positioned on the ground but also how accurately fea
tures within the image are represented (e.g. the dimensions or size of 
objects). Easting, northing and yaw errors affect the geolocation accu
racy of the image while roll, pitch and altitude errors affect both the 

Fig. 4. The mean (scatter points) ± std (error bars) in absolute residual from 
the GCP centre-point observed in the direct-georectified images and the Leica 
D-GNSS RTK GCP measurements as a function of the absolute distance of the 
GCP from the viewing position of the drone for all four drone flights at flying 
height of 10 and 25 m above ground level with the camera at nadir (Fig. 4a) and 
30◦ (Fig. 4b). 
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geolocation and the accuracy of feature representation. For the drone 
platform used in this work (DJI Mavic 2 Pro) there are no published 
manufacturer specification uncertainty estimates for the drone on-board 
sensor as this is proprietary information. However, this work presents 
methods for characterising the uncertainty of the on-board sensors 
under field conditions. Using these values to run an ensemble analysis 
then provides a means to estimate direct-georectification accuracy 
without the use of ground control points. For the 25 m height, oblique 
(30◦) camera angle example these results can be directly compared to 
those presented in Schweitzer and Cowen (2022) which presents a 
similar analysis but using uncertainty estimates for camera orientation 
parameters based on manufacturer specifications of a typical IMU sys
tem. Comparing these results, the spatial pattern of uncertainty is 
consistent between the two studies but the maximum positional uncer
tainty when using field-derived uncertainty estimates (i.e. instead of 
manufacturer provided IMU specifications) is higher by a factor of two. 

4.1. Direct-georectification method limitations and uncertainties 

It should be noted that the presented methodology is only suitable for 
use over low-relief landscapes (e.g. such as relatively flat (water) sur
faces) as the corner point ray-tracing will be less effective when there are 
topographical features (e.g. within a river system with steep gradients). 
While the field-site used in this work was low relief it was not a 
completely horizontal plane. The range and standard deviation in GCP 
elevation in the camera field-of-view for each dataset, flying height and 
camera angle is presented in Table S4 in the supporting materials. These 
show a clear increase in the GCP elevation variability with increasing 
camera altitude and angle (due to the increased size of the field-of-view). 
A simple calculation for a GCP at the furthest edge of an image taken 
with a maximum difference in GCP elevation determined for each field- 
of-view (Table S4, supporting materials) returns a maximum horizontal 
(both x and y direction) of ±0.3 m for the 10 m, 0◦ example (smallest 

field-of-view) and ±1.15 m for the 25 m, 30◦ example. It is therefore 
likely that these effects are reduced by averaging in the results presented 
in section 3.1.1 but are contributing to the spatial variability observed in 
section 3.1.2. However, while variations in topography (e.g. the field- 
site not being a completely horizontal surface) influence the results for 
accuracy presented in section 3.1, the relationship between flying 
height, camera angle and their uncertainties does not change. In 
particular this relationship can be observed in the synthetic ensemble 
run results given in section 3.3 which are driven by drone sensor un
certainty estimates which are independent of flying height, camera 
angle and the impact of field-site topography. 

A notable contribution to the uncertainty evaluated in these results is 
the temporarily incorrect yaw values (up to 20◦) recorded during a sub- 
section of the Dataset B flight. Common causes of yaw errors are poor 
compass calibration or magnetic interference (e.g. due to proximity to 
metal objects). On this occasion, the compass was calibrated (e.g. on 
stable ground, away from metal objects) prior to flying, and during the 
flight the DJI operating software did not flag any magnetic interference. 
Furthermore, the compass recorded yaw with an accuracy of 1–2◦ in 
subsequent hover flights within the same drone mission. While the cause 
of this temporary yaw error has not been determined, recommendations 
as to how to reduce yaw error both during missions and in image post- 
processing can be made. One recommendation is to undertake a period 
of stable flight at the beginning of any drone mission at a sufficient 
distance from metal objects (>10 m). A second recommendation is to 
undertake a period of stable flight collecting an image dataset over a 
feature of known orientation (e.g. the compass heading of the launch 
vessel) at the beginning and end of the drone mission. By comparing this 
orientation to the orientation of the object as recorded in the drone 
images, it would be possible to evaluate the accuracy of the drone on- 
board sensor and either use this as a quality control procedure or 
apply corrections during post-processing. An alternative option for 
correcting and quality controlling yaw data would be to identify the 

Fig. 5. Absolute residual between the position (easting, northing, altitude) and orientation (yaw, pitch, roll) of the drone recorded by the on-board sensors and the 
Agisoft Metashape reference dataset. All four drone flights are shown (flying heights of 10 and 25 m above ground level, camera angles of nadir and 30◦) for Dataset A 
(Fig. 5a and c) and Dataset B (Fig. 5b and d). 
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orientation of the main-axis of ocean glitter within the camera field-of- 
view (an area of bright and sparkling reflection of the sun) as this will be 
a function of sun azimuth and angle (Cox and Munk, 1956). 

The uncertainty values presented in this work are based on a single 
drone and sensor set-up (DJI M2P with in-built camera). While these 
uncertainty estimates are likely to be comparable to other consumer- 
grade drones with the same on-board sensor set-up, independent accu
racy testing may be required for other platforms and sensor set-ups. It is 
recommended that accuracy testing should be undertaken using 

multiple flights made over different days to capture the potential vari
ability in sensor accuracy caused by varying environmental conditions 
or unexplained drone sensor error (e.g. as the flight compass errors 
observed in this work).The presented Python methodology and subse
quent analysis does not consider any offset between the drone sensors 
(inertial measurement unit, GPS) and camera position. This source of 
uncertainty is instead included within the total georectified image un
certainty. Sensor offsets could be determined via a boresight analysis (e. 
g. as undertaken in Zhou, 2010). However, once boresight calibration 

Fig. 6. Spatially varying uncertainty grids of mean absolute difference in x, y position (in metres) (left hand panels) and standard deviation of the absolute difference 
in x,y position (in metres) (right hand panels), in aerial images collected at heights of 25 m and 10 m with the sensor at nadir and 30◦. 
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has been undertaken, the camera position must remain fixed for all 
subsequent flights which can reduce the agility of the system. It is also 
important to note that different drone platforms will have different 
compass set-ups (e.g. some have multiple compasses or use the IMU to 
provide yaw measurements). Determining the type of compass obser
vations being used will likely be important for understanding constraints 
on accuracy. 

4.2. Potential applications in the coastal, estuarine and shelf sea 
environment 

These results from this drone methodology and data collection have 
implications for other low-altitude camera applications, for example 
cameras mounted on moving vessels at high-oblique angles (e.g. angles 
> ~45◦ from nadir, angles which include the horizon) to collect images 
of sea surface parameters such as white-capping (Callaghan et al., 2009; 

Norris et al., 2013; Woolf, 2005) or sea-ice concentration (Butterworth 
and Miller, 2016; Hall et al., 2002). A simple calculation for a camera 
mounted at 25 m and angled at 60◦ above nadir on a vessel with vari
ations in the ships pitch and roll of ±2◦ returns a maximum horizontal 
(x-direction) uncertainty of ±1 m closest to the camera increasing to ±
100 m furthest from the camera. To put this into context, if these small 
variations in pitch and roll and not accounted for, an area of white 
capping or sea ice with a true length of 10 m could appear to have a 
length of ~9–10 m close to the camera or 0–110 m in the image region 
furthest from the camera. 

Due to the need to collect multiple images at single locations (and the 
variability of fine temporal and spatial surface ocean parameters) these 
methods do not necessarily lend themselves to quickly mapping large 
areas using image mosaicking approaches. However multiple observa
tions within scenes can be combined in post-processing to observe 
conditions across an area (rather than viewing single isolated images). 
Potential applications of these methods include the observing or map
ping white capping, bubble or ocean glitter statistics and coverage 
which could be used to study air-sea gas transfer (Bell et al., 2017; 
Woolf, 1993) studying mean-square slope of waves (Cox and Munk, 
1956), mapping the extent of suspended sediment plumes, the collection 
of spatially resolved ocean colour data (Choo et al., 2022) for evaluating 
satellite observations, or the collection of fine temporal and spatial 
resolution sea ice observations for shipping or biogeochemical studies. 
At a capture height of 10 m and nadir camera angle images from the 
drone and camera systems evaluated here, each image represents a re
gion of ~14 × 9 m corresponding to a single Sentinel 2 satellite pixel, 
increasing to ~30 × 22 m and approximately six Sentinel 2 pixels at a 
capture height of 25 m. Therefore, the methods developed here could be 
used to provide data for evaluating data from Sentinel 2, or other higher 

Fig. 7. Images collected at an altitude of 25 m using a DJI M2P drone over an estuarine environment with a camera angle at nadir (Fig. 4.7a, b) and 30◦ (Fig. 4.7c, d) 
and directly-georectified using the presented python workflow. These are overlaid on a base layer of aerial image datasets collected by Plymouth Coastal Observatory 
and the position of the quay wall, and five targets placed on the foreshore, as measured using Leica D-GNSS RTK (shown in black) and visually identified in the 
georectified images (shown in yellow). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Table 3 
Comparison of measured GCP locations (D-GNSS RTK) and observed GCP lo
cations in the Python direct-georectified images taken over Restronguet Creek.  

Statistical Parameter 25 m, nadir 25 m, 30◦

Δ East Δ North Δ East Δ North 

Range (m) 0.35 0.41 0.31 0.62 
Bias (m) 0.20 0.88 3.96 3.06 
Median (m) 0.24 0.90 3.85 2.88 
Std (σ) (m) 0.15 0.15 0.62 0.46 
RMSD (m) 0.25 0.90 4.01 3.09 
Mean |(x, y)| (m) 0.92 5.01 
DRMSD (m) 0.21 0.24  
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spatial resolution satellites, including characterising within satellite 
pixel signal variability or mixing. Overall, spatially resolved observa
tions of the ocean surface could provide essential datasets to support 
satellite validation campaigns and to effectively bridge the gap between 
spatially sparse in situ data and synoptic scale satellite observations. 

5. Conclusions and recommendations 

Low-cost drones are an agile platform for collecting high quality 
observations. However, established methods for accurately georectify
ing image datasets are impossible to apply over mobile target surfaces 
that lack fixed points of reference (e.g. tie points and/or ground control 
points). This study describes and evaluates an open-source method for 
georectifying aerial image datasets using information provided by the 
on-board sensors within a commercially available lightweight drone 
(referred to as direct-georectification). The results confirm that it is 
possible to use low-cost drone sensors to accurately georectify drone 
image data collected over a water surface in the absence of fixed points 
of reference when operating at low altitudes (<25 m). Mean image ac
curacy decreases and spatial variability in accuracy increases with 
increasing flight altitude and camera angle. 

Estimates of spatial uncertainty within aerial image datasets are 
critical for determining the usability of any extracted data. For example, 
determining which sections of the image can be used or the size of 
features which that can be accurately identified. 

Drones have the potential to be an effective tool for studying surface 
water processes, comparing to in situ observations and/or characterising 
satellite observations. The experimental techniques presented here will 
enable rapid collection of large quantities of high-quality image data, 
accompanied by full uncertainty estimates. 
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