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A B S T R A C T   

High quality independent ground measurements that are traceable to metrology standards, with a full uncer-
tainty budget, are required for validation over the lifetime of ocean-colour satellite missions. In this paper, we 
used radiometric Fiducial Reference Measurements (FRM) collected during four Atlantic Meridional Transect 
(AMT) field campaigns from 2016 to 2019 to assess the performance of radiometric products from the Ocean and 
Land Colour Instrument (OLCI) aboard Sentinel-3A (S-3A) and 3B (S-3B), the Moderate Resolution Imaging 
Spectroradiometer instrument aboard Aqua (MODIS-Aqua), and the Visible Infrared Imaging Radiometer Suite 
instrument aboard Suomi NPP and NOAA-20 (Suomi-VIIRS and NOAA-20 VIIRS). The AMT provides one of the 
few sampling platforms that make high-quality in situ radiometric measurements in oligotrophic, low 
chlorophyll-a oceanic waters for ocean colour satellite validation. In situ data were acquired and processed 
following established FRM protocols, calibrated to metrology standards, referenced to inter-comparison exercises 
and with a full uncertainty budget. From these we selected an uncertainty threshold, which we used as part of a 
matchup procedure that takes into account the temporal and spatial variability of both the in situ and satellite 
data. Three atmospheric correction models were compared for S-3A and S-3B OLCI radiometric products; the 
standard OLCI IPF-OL-2, POLYMER and NASA SeaDAS l2gen. Based on the round-robin comparison, POLYMER 
provided the best performance in the retrieval of water-leaving radiances. The analysis showed that Suomi-VIIRS 
and MODIS-Aqua performed better than NOAA-20 VIIRS, and comparably with S-3B OLCI standard products. 
The S-3A OLCI standard product outperformed the NASA products. The S-3A OLCI and S-3B OLCI instruments 
were also compared during their tandem phase, which showed that S-3B OLCI radiances were systematically 
higher than S-3A OLCI across the spectrum.   

1. Introduction 

The study of the green pigment chlorophyll-a (Chl-a), a proxy for 
phytoplankton biomass, is fundamental to our understanding of the role 
of the oceans in the marine carbon cycle, the flow of carbon from the 
base of the trophic web to fish and marine mammals, and the response of 
marine algae to a changing climate (Werdell et al., 2018). Since 1978, 
when the first experimental ocean-colour satellite Coastal Zone Colour 
Scanner (CZCS) was launched as a proof of concept, Chl-a has been 

observed from space. From 1997, improvements in the design of ocean- 
colour satellites and algorithms applied to the data, resulted in quanti-
tative estimates of Chl-a through a succession of missions planned and 
operated by the National Aeronautics and Space Administration (NASA), 
the European Space Agency (ESA) and the National Oceanic and At-
mospheric Administration (NOAA) among other aerospace agencies. 
The NASA ocean-colour missions carrying the Sea-viewing Wide Field- 
of-view Sensor (SeaWiFS) and Moderate Resolution Imaging Spectror-
adiometer (MODIS) and ESA mission carrying the Medium Resolution 
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Imaging Spectrometer (MERIS) delivered synoptic coverage of changes 
in phytoplankton biomass on a global basis, at unprecedented temporal 
and spatial scales that had not previously been achievable using in situ or 
airborne sampling platforms. The combined data sets cover more than 
twenty-five years and have provided critical insight into global ocean 
chlorophyll trends (Martinez et al., 2009; Gregg et al., 2017; Siemer 
et al., 2021) and the effects of climate change on marine phytoplankton 
(Siegel and Franz, 2010; Dutkiewicz et al., 2019; Kulk et al., 2020). The 
fundamental measurements behind this ocean-colour record are the 
remote-sensing reflectance, Rrs, and the water-leaving radiance, LWN. In 
the open ocean, empirical relationships are applied to specific Rrs band 
ratios in the visible spectrum to estimate Chl-a. Using this approach, 
ocean-colour satellite Chl-a has a nominal uncertainty of ±35%, as long 
as the target uncertainty in Rrs at 442 and 560 nm of ±5% is met (Moore 
et al., 2009). To verify whether the satellite Rrs uncertainty requirement 
is met, it is necessary to evaluate the accuracy of radiometric products 
using independent, high-quality in situ datasets over the life time of the 
satellite mission, which for the ESA Sentinel-3 Ocean and Land Colour 
Instrument (OLCI), is expected to be ∼20 years. 

1.1. The need for fiducial reference measurements 

Comprehensive comparisons of satellite data with field measure-
ments are a fundamental way of assessing the accuracy of satellite 
missions (McClain et al., 2004). Due to the diversity in the percentage 
uncertainty and the principal factors that contribute to it, validation of 
satellite LWN and Rrs requires accurate in situ datasets covering a wide 
dynamic range of water properties, which take a significant amount of 
time and resources to collect (Barnes et al., 2019). For the NASA mis-
sions, this has been achieved through the use of SeaBASS (SeaWiFS Bio- 
optical Archive and Storage System) and NOMAD (NASA bio-Optical 
Marine Algorithm Data set) databases (Werdell and Bailey, 2005). 
NOMAD, like many in situ databases, does not represent well the global 
distribution of Chl-a, because there are more data collected in coastal 
regions than in the less accessible open ocean. The large errors in sat-
ellite data associated with high Chl-a values inflate the overall error 
calculated from the NOMAD data (Moore et al., 2009). Additionally, 
uncertainties in the in situ data can be highly variable depending on the 
regions, conditions, and platforms from which they are taken. In some 
cases these uncertainties can be larger than those in the satellite data 
being validated (Bailey and Werdell, 2006; Hooker and Maritorena, 
2000), and disentangling the uncertainties arising from in situ and sat-
ellite sources can be problematic (Barnes et al., 2019). The spatial dis-
tribution of the validation stations within these databases can also be 
very uneven, due to sparse coverage in open-ocean regions (Gregg and 
Casey, 2004). 

At the launch of S-3A, the European Space Agency recognised the 
need for field radiometric measurements of the highest accuracy. Based 
on the Guide for Expression of Uncertainty in Measurement (GUM, 
JCGM (2008)) and Zibordi and Voss (2014), ESA defined such highly- 
accurate measurements as Fiducial Reference Measurements (FRM): 
measurements that conform to accepted satellite protocols, that are 
traceable to metrology standards, referenced to intercomparison exer-
cises, with a full uncertainty budget to provide independent, high- 
quality, satellite validation measurements for the duration of a satel-
lite mission. The uncertainty budget should account not only for the 
performance of the radiometer, but also for the calibration source and its 
transfer, and should incorporate the effect of environmental variability 
and deployment conditions (Zibordi and Voss, 2014). There is also a 
requirement for radiometer intercomparison exercises, which guarantee 
data consistency among investigators and minimise uncertainties that 
can, in turn, affect our assessments of the accuracy of satellite missions 
(Zibordi et al., 2012; Tilstone et al., 2020). The FRM methodology is 
widely established for fixed platforms that are mainly located at coastal 
locations (Zibordi et al., 2009a,b) and also recently on moving ships that 
access the open ocean (Lin et al., 2022). 

1.2. Radiometric assessment of Sentinel-3 OLCI data 

S-3A was launched in February 2016, and was followed by S-3B in 
April 2018. Most papers published to date on the accuracy of Sentinel-3 
ocean-colour data are focused on the assessment of derived products 
(Liu et al., 2018; Kyryliuk and Kratzer, 2019; Harshada et al., 2021; 
Tilstone et al., 2021; Kratzer and Plowey, 2021; Masoud, 2022; Salama 
et al., 2022). Of the papers focusing on radiometric validation, Zibordi 
et al. (2018) and Tilstone et al. (2022) found a systematic underesti-
mation of OLCI Collection 2 LWN and Rrs, particularly in the blue and red 
bands. Zibordi et al. (2018) attributed this negative bias to errors in the 
estimation of OLCI aerosol optical depths at 865 nm resulting from an 
overestimate in OLCI-derived Ångström exponents. 

These issues were addressed in the development of OLCI Collection 3 
(OLCI OL L2M 003), deployed in February 2021, which introduced 
major updates to the system vicarious calibration gains, bright pixel 
correction, ocean-colour algorithms, masking, and flag recommenda-
tions (EUMETSAT, 2021a). Few papers have been published assessing 
OLCI Collection 3. Tilstone et al. (2021), Tilstone et al. (2022) and 
Zibordi et al. (2022) report an improvement in the performance of Rrs 
and LWN retrievals at blue and green wavelengths for oligotrophic and 
mesotrophic waters, and systematic negative biases in LWN for CDOM- 
dominated and other optically complex waters. Zibordi et al. (2022) 
also report a strong dependence of LWN on the viewing angle for S-3A 
OLCI. 

Other OLCI performance assessments have focused on the inter-
comparison of atmospheric correction schemes over optically complex 
waters. Several atmospheric corrections algorithms are currently avail-
able for the OLCI instrument: the baseline atmospheric correction (BAC) 
and alternative atmospheric correction (AAC) neural network (NNv2) as 
deployed in the operational level 2 OLCI processor (IPF-OL-2), the case 2 
regional coast colour atmospheric correction algorithms C2R-CC and 
C2R-CCAltNets (Brockmann et al., 2016), the polynomial-based algo-
rithm developed for MERIS (POLYMER, Steinmetz et al., 2011), the Dark 
Spectrum Fitting (DSF) atmospheric correction (Vanhellemont and 
Ruddick, 2018), and the standard NASA SeaDAS l2gen atmospheric 
correction. The AC intercomparison study conducted by Mograne et al. 
(2019) in French coastal waters found that C2R-CC and POLYMER 
performed best in independent and coincident matchup analysis, 
respectively. Similarly, Giannini et al. (2021) found that C2R-CC pre-
sented the best radiometric performance for Northeast Pacific coastal 
waters. Renosh et al. (2020) results for highly turbid estuarine waters 
indicate that most AC algorithms tend to underestimate LWN in the 
green, red and NIR parts of the spectrum. Windle et al. (2022) demon-
strated that C2R-CC performed best in Chesapeake Bay, but POLYMER 
maximised the number of clear retrievals without substantially 
compromising performance. 

A few weeks after its launch, from 6 June to 15 October 2018, the S- 
3B satellite was positioned into a tandem arrangement in orbit alongside 
its operational twin, S-3A. During this tandem phase, both satellites 
were flown in a synchronized manner on the same orbit ground track, 
only separated by a ∼30 second interval. The S-3A/B tandem phase 
presented an exceptional chance to enhance understanding of differ-
ences in payloads, standardize datasets and minimise data uncertainties 
as described by Lamquin et al. (2020a,b) and Clerc et al. (2020). From 
16 October to 22 November 2018, S-3B underwent a short drift phase 
where the satellite was gradually shifted to its final orbit phase, 140◦

separated from S-3A. 
The objective of this paper is, firstly, to assess the performance of the 

S-3A and -3B standard processing baseline LWN products (OLCI 
OL_L2M_003) in the open ocean; secondly, to intercompare the AC 
models available for OLCI, thirdly, to intercompare S-3A and 3B during 
their tandem phase, and finally, to compare the performance of S-3A and 
3B OLCI LWN with MODIS-Aqua, Suomi-VIIRS and NOAA-20 VIIRS. 
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2. Data and methodology 

2.1. In situ data 

During the AMT campaigns, radiometric data were collected using a 
number of different radiometer systems. The primary instrument was a 
SeaBird HyperSAS system (Lin et al. (2022), Fig. 1) which collected 
above-water measurements both underway and whilst the ship was on 
station. The HyperSAS package is composed of three instruments which 
measure: radiance from the water surface (Lt(λ)), radiance from the sky 
(Li(λ)), and downwelling irradiance (Es(λ)). Further instrumentation was 
deployed on different campaigns (both above and in-water and from 
different manufacturers) to cross-compare performance as part of the 
FRM characterisation (Tilstone et al., 2020). The auxiliary data wind 
speed, and position were measured as part of the ship’s navigation 
package. 

Data were gathered through daylight hours (8 am to 7 pm) at in-
tervals of ∼1 to ∼5 seconds, in the spectral range from ∼305 nm to 
∼1142 nm, with a spectral resolution of 10 nm and a spectral step of 3.3 
nm. The processing chain was built on that developed by Brewin et al. 
(2016) and is described in detail in Lin et al. (2022). Data were extracted 
using the relevant calibration files and any necessary correction for 
discrepancy between pre- and post cruise calibrations was applied. Once 
extracted, the individual data files were merged to produce daily files, 
and measurements were interpolated to common spectral and temporal 
resolutions. Measurements where tilt > 5◦ were filtered out. After 
aggregating the data in 2-min bins, a glint filter was applied such that 
the near-infrared signal was zero (Hooker et al., 2002). Further filtering 
was conducted for high solar zenith (θ > 80◦) and relative azimuth 
(ϕ ∕∈ [100o,170o]) angles. Finally, remote sensing reflectances were 
calculated according to eq. 1: 

Rrs(λ) =
Lt(λ) − ρLi(λ) − ΔL

Es(λ)
, (1)  

where Lt, Li and Es were derived from the three respective instrument 
packages, ρ is an estimate of the sea surface reflectance, and ΔL is a 
spectrally-flat residual term representing radiative contributions due to 
glint, foam, sea spray and whitecaps (Lin et al., 2022). Remote sensing 
reflectances Rrs were converted to spectral normalised water-leaving 

radiances LWN according to Eq. 2: 

LWN(λ) = Rrs(λ)E0(λ)BRDF(θinsitu, θ0,Δϕinsitu,λ, chl) (2)  

where BRDF(θinsitu, θ0,Δϕinsitu,λ, chl) is a term correcting for bidirectional 
effects (Morel et al., 2002), and E0(λ) is the mean extraterrestrial solar 
irradiance (Thuillier et al., 2003). A simple linear interpolation was 
applied to match the in situ data to the centre wavelength of the corre-
sponding satellite bands. 

The uncertainty for the HyperSAS measurements was computed 
following the Guide for Expression of Uncertainty in Measurement 
(JCGM, 2008) as described in Lin et al. (2022). Uncertainty estimates 
were produced for each in situ LWN measurement for the whole spectrum. 
At 412 nm, 442 nm and 590 nm, LWN percentage uncertainties were 
typically below 100%, with 65% of the measurements being below 10% 
uncertainty, and 96% below 25% uncertainty. The mean percentage 
uncertainty for these bands was around 24%. At 510 nm and 560 nm, the 
overall percentage uncertainty increased, with 17% and 34% of the 
measurements for each band having uncertainties above 25%, respec-
tively. At 620 nm and 665 nm, 50% of the measurements showed un-
certainties above 100%. The spectral dependence of the in situ data 
uncertainties is assessed in detail by Lin et al. (2022). 

Total uncertainty, defined as the 412–600 nm uncertainty average, 
was used to define uncertainty thresholds in this work. Fig. 1 shows the 
spatial distribution of this average uncertainty in in situ LWN along the 
AMT26 (2016-09-20 — 2016-11-04), AMT27 (2017-09-23 — 2017-11- 
05), AMT28 (2018-09-23 — 2018-10-29) and AMT29 (2019-10-13 — 
2019-11-25) cruise tracks. Low uncertainty measurements were found 
along the entire transects, independent of location: while environmental 
factors caused uncertainty variability during the day, low-uncertainty 
measurements were obtained on a daily basis at specific times. In 
particular, a total of 5600 measurements were found to have an un-
certainty average between 0% and 10%, and more than half of this total, 
3918 out of 5600, were acquired while the ship was moving. A total of 
10,735 measurements were in the [10%–25%] range, 4423 in the [25%– 
50%] range, 2177 in the [50%–100%] range, and 1557 were above 
100% total uncertainty. 

Fig. 1. Percentage uncertainty distribution of in situ LWN along the AMT26, AMT27, AMT28 and AMT29 campaign tracks. The colours indicate the probability 
density estimated by a Kernel density function (high density in yellow, low density in black). (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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2.2. Satellite data 

S-3A and -3B passes acquired within a ± 12-h time window along the 
AMT26, AMT27, AMT28 and AMT29 cruise tracks provided a total of 
143 granules for S-3A and 79 granules for S-3B. The corresponding S-3 
OLCI water full resolution (WFRM) data were acquired at levels 1 and 2. 
Level 1 and 2 products were downloaded from the EUMETSAT Data 
Centre and Copernicus Online Data Access (CODA) portals, respectively. 

Data were also acquired for two non-standard processors: NASA’s 
SeaDAS l2gen and POLYMER. SeaDAS l2gen is the default multi-sensor 
level 1 to level 2 processor used in the SeaDAS software package (https 
://seadas.gsfc.nasa.gov). The accuracy of the SeaDAS l2gen atmospheric 
correction has been extensively tested, e.g. Qin et al. (2017), Vanhelle-
mont and Ruddick (2021) and Mélin (2022). SeaDAS l2gen OLCI level 2 
data were acquired from the NASA Ocean Biology Distributed Active 
Archive Center through the Ocean Color Web portal (https://oceanc 
olor.gsfc.nasa.gov). The SeaDAS l2gen OLCI dataset assessed here cor-
responds to the latest NASA ocean-colour data reprocessing, R2022.0 
(NASA OBPG, 2022c, 2022d). 

POLYMER (Steinmetz et al., 2011) is an atmospheric correction 
initially developed for the MEdium Resolution Imaging Spectrometer 
(MERIS) instrument for the retrieval of ocean-colour parameters in the 
presence of sun glint. It employs an iterative coupled ocean-atmosphere 
algorithm where the atmosphere contribution to the top-of-atmosphere 
reflectances is modelled as a polynomial. POLYMER has been shown to 
increase coverage, minimise noise and promote temporal stability in 
satellite time series at both global and regional scales (Müller et al., 
2015). For this work we used the latest available version of the processor 
which, at the time of writing, was POLYMER v4.14. Bespoke processors 
for case-2 waters, such as C2R-CC (Brockmann et al., 2016) and DSF 
(Vanhellemont and Ruddick, 2021), were not taken into consideration 
for this study. 

The OLCI standard radiometric product is a directional water-leaving 
reflectance ρw(λ), i.e., not corrected for bidirectional effects (EUMET-
SAT, 2021b). The normalised water-leaving radiances LWN assessed in 
this work were derived from the standard ρw(λ) product according to Eq. 
3: 

LWN(λ) = ρOLCI
w (λ)

E0(λ)
π BRDF(θsat, θ0,Δϕsat,λ, chl), (3)  

where BRDF(θsat , θ0,Δϕsat ,λ, chl) is a term correcting for bidirectional 
effects (Morel et al., 2002), and E0(λ) is the mean extraterrestrial solar 
irradiance (Thuillier et al., 2003). 

As POLYMER and SeaDAS l2gen Rrs products are already corrected 
for bidirectional effects, LWN for these processors were derived according 
to Eq. 4: 

LWN(λ) = Rrs(λ)E0(λ), (4) 

The three processors approach the system vicarious calibration 
(SVC) of OLCI in different ways. The S-3 OLCI standard processor IPF- 
OL-2 applies the standard Ocean Colour SVC methodology (Franz 
et al., 2007) using a combination of South Pacific Gyre and Marine 
Optical BuoY (MOBY) hyperspectral measurements to compute the SVC 
gains (EUMETSAT, 2021a; Mazeran and Ruescas, 2021). POLYMER uses 
a dedicated, in situ-based SVC designed for ocean-atmosphere coupled 
algorithms (Steinmetz and Ramon, 2018). While NASA generally uses in 
situ forcing against MOBY data for vicarious calibration, this method 
currently results in limited OLCI matchups and is hence unable to 
remove intermission biases. The ocean reflectance model-based 
approach (Werdell et al., 2007) is used instead to derive the SeaDAS 
l2gen OLCI gains (NASA OBPG, 2022g). 

Fig. S1 shows the values obtained by the three atmospheric correc-
tion models at 442 nm and 560 nm for the 18th of October 2017 S-3A 
overpass. While spatial patterns were similar, the values obtained by the 
l2gen processor (bottom row) were distinctly higher than for the other 

two processors. POLYMER (centre row) was able to coherently retrieve 
data for most of the area affected by sun glint (in orange). 

Passes acquired over the areas of interest within a time window of ±
12 h were also identified for MODIS-Aqua, Suomi-VIIRS and NOAA-20 
VIIRS, resulting in a total of 165 passes for MODIS, 208 passes for 
Suomi-VIIRS and 100 passes for NOAA-20 VIIRS. The corresponding 
level 2 granules were acquired at 1 km (MODIS) and 750 m (VIIRS) 
resolution from the NASA Distributed Active Archive Center through the 
Ocean Color Web portal. The datasets assessed here correspond to the 
latest NASA ocean-colour data reprocessing, R2022.0 (NASA OBPG, 
2022a, 2022b, 2022e). 

In order to exclude unreliable satellite measurements from the in-
dividual products, a set of quality flags recommended for validation 
were applied as a mask to each pass. Table 1 lists the processing flags 
applied for each of the processors. A common requirement in validation 
protocols is that matchups are performed under clear-sky conditions 
only. Consequently, we were particularly strict in filtering pixels 
affected by any kind of cloud: for the OLCI IPF-OL-2 processor that 
meant masking cloud, cloud border and cloud suspect pixels. When flags 
were available, other sources of contamination such as haze, whitecaps, 
and sun glint were also taken into consideration. 

2.3. Matchup procedure 

The matchup procedure follows the method outlined in Bailey and 
Werdell (2006), further refined for use on AMT underway data by 
Brewin et al. (2016), and extended here to include in situ uncertainty 
values. The following steps were implemented:  

• In order to minimise atmospheric and oceanic variability, matchup 
pixels were extracted from passes acquired within a ± 1 h window 
over the location of the in situ measurement. The matchup exercise 
was repeated for temporal windows ranging from ± 0.5 h to ± 12 h.  

• From the corresponding level 2 ocean-colour products, a 3× 3 pixel 
box centred on the coordinates of the in situ observation was 
extracted. To ensure that the matchups were derived from inde-
pendent satellite pixels, the validation statistics were computed 
using the central pixel. The remaining data within the 3× 3 pixel box 
were used for quality control only.  

• To account for sub-pixel variability, the average value of the in situ 
observations (and their associated uncertainties) was computed 
when a single pixel was matched to multiple in situ observations.  

• To test the effect of the in situ uncertainty on the validation statistics, 
the validation exercise was repeated for different uncertainty 
thresholds including no threshold (i.e. all available matchups), then 
for matchup subsets with a maximum uncertainty of 75%, 50%, 25%, 
10%, and 5%, while keeping the matchup temporal window (± 1 h) 
and coefficient of variation threshold (0.15) constant.  

• Matchups were excluded if the median coefficient of variation (CV, 
defined as the standard deviation divided by the mean) of the 

Table 1 
Satellite data quality flags used in this study.  

Processor Flags 

IPF-OL-2 CLOUD, CLOUD AMBIGUOUS, CLOUD MARGIN, INVALID, 
COSMETIC,  
SATURATED, SUSPECT, HISOLZEN, HIGHGLINT, SNOW ICE,  
AC FAIL, WHITECAPS, ADJAC, RWNEG O2, RWNEG O3,  
RWNEG O4, RWNEG O5, RWNEG O6, RWNEG O7, RWNEG O8 

POLYMER IDEPIX INVALID, IDEPIX CLOUD, IDEPIX CLOUD AMBIGUOUS,  
IDEPIX CLOUD SURE, IDEPIX CLOUD BUFFER, IDEPIX WHITE,  
IDEPIX CLOUD SHADOW, IDEPIX SNOW ICE, IDEPIX BRIGHT,  
bright, straylight risk, invalid, cosmetic, sun glint risk, dubious, land 

SeaDAS 
l2gen 

ATMFAIL, LAND, HIGLINT, HILT, HISATZEN, STRAYLIGHT,  

CLDICE, COCCOLITH, HISOLZEN, LOWLW, CHLFAIL,  
NAVWARN, MAXAERITER, ATMWARN, NAVFAIL  
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400–560 nm LWN over the 3× 3 box was higher than 0.15. As with 
the uncertainty threshold, the CV threshold was varied to test the 
effect of spatial homogeneity on the performance metrics. Error bars 
for the in situ and satellite LWN were computed, respectively, from the 
in situ uncertainty budget per band and from the standard deviation 
over the 3× 3 pixel extraction. Matchups were also excluded if less 
than 50% of the pixels were available within the 3× 3 box.  

• To assess the performance of the satellite retrievals, a set of widely- 
used statistical metrics (Brewin et al., 2015; Müller et al., 2015) were 
employed: the type-II slope (S) and intercept (I), the Pearson corre-
lation coefficient (r), the root-mean-square difference (Ψ), the bias 
(δ), the bias-corrected root-mean-square difference (Δ), and the 
relative percentage difference (RPD), as defined in Table 2. The 
notation follows the ocean-colour literature, with XM being the 
measured (in situ) variable and XE the estimated (satellite) variable. 
All statistical tests were performed in linear space. Note the use of the 
type-II slope and intercept, which were selected because both the in 
situ and satellite measurements are affected by uncertainties (Glover 
et al., 2011). The relative percentage difference, while conveying 
similar information to the bias, is included here as one of the metrics 
of choice in the ESA Mission Requirements Document (Donlon, 
2011).  

• The OLCI processors were compared in coincident and independent 
matchup analysis. In the coincident analysis, all processors had to 
provide a valid retrieval (according to the criteria above) for a 
matchup to be considered. In the independent analysis, all the valid 
matchups from each processor were considered to compute the 
statistics.  

• Finally, we used the round-robin classification developed by Brewin 
et al. (2015) to assess and rank the quantitative performance of the 
different sensors and their corresponding ACs based on the inde-
pendent analysis statistics. For each sensor AC processor, each band 
was tested independently and assigned a score. The final score for a 
given processor was calculated as the mean of its band scores, nor-
malised by the average score of all processors being tested. A score 
greater than one indicates that the processors performed better than 
the average, while a score less than one indicates that the processors 
performed worse than the average. If a processor has a score of one, 
its performance was considered average when compared to all other 
processors. The round-robin exercise was split in two periods, 
AMT26–27 and AMT28–29, so the shortest data streams (NOAA-20 

VIIRS and S-3B OLCI) and the longest data streams (MODIS-Aqua, 
Suomi-VIIRS and S-A OLCI) could be evaluated on equal terms 
regarding the number of retrievals. 

3. Results 

3.1. Impact of the uncertainty and homogeneity thresholds 

Uncertainties in the radiometric measurements are routinely esti-
mated at fixed platforms used for satellite validation, and an uncertainty 
threshold of 5% to 20% is often used to select the highest quality in situ 
data at fixed platforms (Gergely and Zibordi, 2014; Brown et al., 2007; 
Antoine et al., 2008; Białek et al., 2020). This threshold has not been 
assessed for moving platforms such as ships. To evaluate the impact of in 
situ uncertainty on our analysis, we tested different uncertainty thresh-
olds, 100%, 75%, 50%, 25%, 10%, and 5%, while keeping the matchup 
temporal window (± 1 h) and coefficient of variation threshold (0.15) 
constant. 

The metrics of Table 2 were calculated for each of these uncertainty 
thresholds for all the OLCI bands under assessment for the IPF-OL-2 
product. Fig. 2a shows how the root-mean-square difference (Ψ) varies 
with the uncertainty threshold for the different bands. The minimum 
uncertainty threshold considered for this analysis was 5% due the 
number of matches being negligible for lower thresholds. Although Ψ 
decreased with the wavelength, the shape of the curve as a function of 
uncertainty was the same for all bands, with the minimum statistically- 
significant value of Ψ obtained at 25% uncertainty threshold for all 
bands. Results for band 442 nm summarised in Table S1 show that the 
rest of the metrics exhibited a similar behaviour. The number of 
matchups, the root mean square difference and the relative percentage 
difference increased, and correlation coefficient values decreased with 
the threshold. The bias-corrected root mean square difference remained 
stable across the different uncertainty ranges. Variation in all statistics 
between 5% to 25% uncertainty was small, except for an 85% increase in 
the number of matchups. We therefore selected 25% as the optimal 
uncertainty threshold for our analysis. It is critical to note that, while the 
higher uncertainties in the yellow and red parts of the spectrum drive 
the average total uncertainty, the uncertainty values in the 412–510 nm 
range are much lower (see Fig. 1 versus Lin et al. (2022) Fig. 8). In 
particular, for matchups with average uncertainty below the 25% 
threshold, the median uncertainty of water leaving radiances is ∼6% for 
the 412 nm, 442 nm and 490 nm bands, ∼8% at 510 nm, ∼13% at 550 
nm, ∼61% at 620 nm, and ∼67% at 665 nm. 

To test the effect of spatial and temporal variability on our analysis, 
we assessed how an increase or decrease in the time window and coef-
ficient of variation threshold changed the statistics for the OLCI IPF-OL- 
2 product. Table S2 shows the results at 442 nm for each time window, 
while Table S3 lists the resulting metrics for the same band at different 
CV thresholds. The number of matchups decreased with a stricter time 
window, with numbers dropping by 52% from ±12 to ±3 h and 96% 
from ±12 to ±0.25 h. The bias-corrected root mean square difference 
and regression statistics remained relatively stable, while the relative 
differences improved slightly for the longer time windows. Based on 
metrics improvement versus number of matchups, we selected ± 1 h as 
the optimal time window for our matchup analysis. The spatial homo-
geneity test showed very small changes in all the metrics for the different 
CV values, with matchup numbers only dropping by 4% when we 
decreased the CV threshold from 1 to 0.1. Similar to the uncertainty 
threshold, a CV of 0.15 ensures that the RPD is low, whilst maintaining a 
high number of matchups. Following these results and for consistency 
with the existing literature, we selected a CV threshold of 0.15. 

3.2. Comparison of OLCI processors 

The satellite water-leaving radiances retrieved by the IPF-OL-2, 
POLYMER, and l2gen OLCI processors were compared with the Hyper-

Table 2 
Metrics definitions.  

Metric Description Formula 

S Slope of the Type-II 
regressiona σEE − σMM +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(σMM − σEE)
2
+ 4σ2

ME

√

2σME 
I Intercept of the 

Type-II regression 
X̄E − SX̄M 

r Pearson correlation 
coefficient 

∑n
i=1

(
Xi

M −
X̄M)( Xi

E − X̄E
)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(
Xi

M − X̄M
)2∑n

i=1
(
Xi

E − X̄E
)2

√

Ψ Root mean square 
difference 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N
∑n

i=1

(
Xi

E − Xi
M)2

√

δ Bias 1
N
∑n

i=1

(
Xi

E − Xi
M)

Δ Bias-corrected root 
mean square 
difference 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ψ2 − δ2

√

RPD Relative percentage 
difference 100

1
N
∑n

i=1

⃒
⃒Xi

E − Xi
M⃒⃒

Xi
M   

a σEE =
1

N − 1
∑n

i=1

(
Xi

E − X̄E)2
,σMM =

1
N − 1

∑n
i=1

(
Xi

M − X̄M)2  

σME =
1

N − 1
∑n

i=1

(
Xi

E − X̄E)( Xi
M − X̄M)
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SAS in situ dataset acquired during the four AMT campaigns using a ±1 
hour window, CV threshold of 0.15 for satellite data, and average un-
certainty threshold of 25% for in situ data (6% for in situ data in the blue- 
green spectral region). This resulted in 38 S-3A and 20 S-3B passes 
available for matchups, with an average of 13 matches per pass. The 
minimum and maximum number of matches per pass are 1 and 36 
respectively. 

A total of 253 and 101 matchups were obtained in coincident 
matchup analysis for S-3A and S-3B respectively, with N3A=79 for 
AMT26, N3A=119 for AMT27, N3A=33, N3B=51 for AMT28 and 
N3A=22, N3B=50 for AMT29. The typical distance between 2 in situ re-
cords considered independently for validation analysis was ∼ 500 m. 
The minimal separation between same-image matches is given by the 
nominal sensor resolution. Results for the independent matchup analysis 

per processor, including number of matchups, are provided in the sup-
plementary data in Figs. S4 to S10. 

Figs. S2a and S3a show the LWN spectra derived from the HyperSAS 
instrument concurrent with satellite matchups for the S-3A OLCI and S- 
3B OLCI eras. As expected for low Chl-a waters, the dominant signals 
were at blue bands, with peaks at either 442 or 490 nm. Water-leaving 
radiance values then decreased gradually with wavelength to converge 
to a set of flat curves with radiance close to zero from 580 nm onward. 
Values were consistent with those reported for the region in previous 
cruises, in particular values in the blue-green part of the spectrum were 
below 3 mW cm− 2 μm− 1 sr− 1 for most of the spectra. Figs. S2b-g and 
S3b-g show the LWN spectra observed by the different sensors and pro-
cessors for the S-3A OLCI and S-3B OLCI eras. POLYMER exhibited a 
similar spectra to the in situ measurements, while IPF-OL-2 and l2gen 

Fig. 2. (a) Variation of Ψ with the uncertainty threshold for each of the S-3A OLCI IPF-OL-2 bands, (b) Water-leaving radiance matchups at 442 nm under different 
uncertainty thresholds for S-3A OLCI IPF-OL-2. 

Fig. 3. Scatter plots of the S-3A OLCI IPF-OL-2 LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. The dashed line corresponds to the 1:1 line.  
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were notably different in the green and red parts of spectrum. POLYMER 
and l2gen showed a wider range of values than IPF-OL-2 at 412 nm. As 
with the in situ data, the values obtained were LWN 

< 3 mW cm− 2 μm− 1 sr− 1, showing that the data were not affected by 
sun glint, whitecaps, or spray. Differences in the spectral shape obtained 
for Suomi-VIIRS (Figs. S2e, S3e) and NOAA-20 VIIRS (Figs. S2f, S3f) 
were partially the result of their reduced band set, although mean LWN 
values were generally lower than the in situ equivalent for all bands, 
particularly in the green. The spectra observed for MODIS (Figs. S2g, 
S3g) showed a flatter spectral shape in the blue part of the spectrum, 
with more than half of the retrievals presenting values of LWN <

1 mW cm− 2 μm− 1 sr− 1 between 412 nm and 531 nm. 
Scatter plots of in situ LWN versus OLCI AC processors coincident 

matchups for each band are given in Figs. 3, 4 and 5 for S-3A OLCI, and 
Figs. 6, 7 and 8 for S-3B OLCI. Each of the three processors showed good 
accuracy in the retrieval of the 412 nm band, with correlation co-
efficients ranging from 0.84 to 0.95. Among them, OLCI IPF-OL-2 
showed the highest correlation and lowest bias, root mean square dif-
ference, and RPD for S-3A OLCI. For S-3B OLCI, the performances of 
OLCI IPF-OL-2 and POLYMER were nearly identical, except for the 
intercept values. The type-II regression slopes ranged from 0.83 to 0.99, 
with the POLYMER and l2gen products performing closest to a slope of 1 
for S-3A OLCI and S-3B OLCI respectively. Results show low bias and 
bias-corrected root mean square differences falling between 0.25 and 
0.45. RPD values for IPF-OL-2 and POLYMER S-3A OLCI products were 
in the range of 12% to 14%, increasing to 16% to 17% for l2gen S-3A 
OLCI and all S-3B OLCI processors. Overall, IPF-OL-2 S-3A OLCI 
demonstrated the best performance at 412 nm, achieving an RPD of 
12%. 

All three processors performed well at 442 nm, with correlation 
coefficients varying from 0.81 to 0.95, low bias and bias-corrected root 
mean square difference between 0.2 and 0.4 mW cm− 2 μm− 1 sr− 1. 
POLYMER provided the highest correlation and lowest bias, root mean 
square difference and RPD for this band for both S-3A OLCI and S-3B 
OLCI. The type-II regression slopes were between 0.85 and 1.04, and 
closest to 1 for the POLYMER product for S-3A OLCI and for the IPF-OL-2 
product for S-3B OLCI. RPD values for the IPF-OL-2 and POLYMER S-3A 
OLCI products were between 11% and 13%, whereas they were up to 

13% to 20% for S-3B OLCI; and around 23% for S-3A OLCI and S-3B 
OLCI l2gen due to a consistent overestimate compared to the in situ LWN. 
Of the two sensors and three AC processors, POLYMER S-3A OLCI per-
formed best overall at 442 nm with an RPD of 11%. Two data clusters 
were visible in the OLCI IPF-OL-2 results at 442 nm, particularly for S-3B 
OLCI: one at higher values from the blue waters of the Atlantic gyres, the 
other at lower values from greener tropical waters. 

At 490 nm, the AC processors exhibited a similar trend to the blue 
bands. The POLYMER AC performed best for S-3A OLCI, having the 
lowest intercept, bias, root mean square difference and RPD of 9% and a 
slope closest to 1. Although the slope for the S-3B OLCI l2gen product 
was the closest to 1, the results were worse for S-3B OLCI for all ACs. 
This is because there was a persistent overestimation in LWN, leading to a 
high 20% RPD. 

At 510 and 560 nm the pattern changed due to the low signal in this 
part of the spectrum, resulting from the low Chl-a concentrations in the 
Atlantic waters sampled. For S-3A OLCI IPF-OL-2 the 560 nm band 
performed well, but the 510 nm band exhibited a large scatter around 
the 1:1 resulting in a high intercept, and low slope and correlation co-
efficient. For POLYMER, there was a large offset caused by the clusters of 
points below the 1:1 line. Consequently there was a decrease in the slope 
and correlation coefficients, and the intercept and RPD were higher than 
for the blue bands. The l2gen product also showed a large scatter 
resulting in a high slope and RPD, and the lowest correlation coefficients 
of the three ACs for both bands. Overall, POLYMER and IPF-OL-2 per-
formed best at 510 and 560 nm respectively, although improvement is 
needed for the 510 nm band for all processors. 

All three AC processors were poor at 620 nm and 665 nm as a result 
of oligotrophic waters yielding very low signals in the red part of the 
spectrum. The resulting scatter plots show large scatter and RPD, the 
slopes were high and the correlation coefficients were low. The POLY-
MER processor exhibited the best performance at 620 nm in terms of 
RPD but the satellite retrievals failed to match the variability in the in 
situ data, as evidenced by an almost flat regression fit. The same applies 
to the 665 nm, which showed RPD values well above 100%. 

The number of matchups for each processor varied considerably 
when assessed individually (Figs. S4 to S9 supplementary material): 
N3A=353, N3B=269 for IPF-OL-2, N3A=490, N3B=238 for POLYMER and 

Fig. 4. Scatter plots of the S-3A OLCI POLYMER product LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. The dashed line corresponds to the 
1:1 line. 
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N3A=453, N3B=305 for l2gen. POLYMER performed best at 442–490 nm 
and, due to the very low radiometric signal, performance was poor at 
560–620 nm for all processors. Results from the round-robin ranking 
(Table 3) show that S-3A OLCI POLYMER performed best overall, with 
the highest and second highest normalised scores of the two exercises 
(1.28 and 1.09) and the highest total normalised score (1.24). Scores for 
the other two S-3A OLCI processors, l2gen and IPF-OL-2, suggest that 
their performance is comparable with the average for the nine sensors 
and AC combinations under study, while the performance of the three S- 
3B OLCI products was slightly worse. 

3.3. Comparison of MODIS, OLCI and VIIRS 

The different overpass times, band centres and spatial resolutions of 
S-3A/B OLCI, MODIS-Aqua, Suomi-VIIRS and NOAA-20 VIIRS meant 
that a point-to-point coincident matchup comparison was not possible 
due to the small number of common matchups. To facilitate comparisons 
between the three ocean-colour sensors, the time window for the 
MODIS-Aqua analysis was increased from ±1 h to ±3 h, whilst the un-
certainty and CV thresholds were kept the same as for OLCI and VIIRS. 
This resulted in 40 MODIS-Aqua passes, 32 Suomi-VIIRS passes and 18 
NOAA-20 VIIRS passes available for matchups. 

MODIS-Aqua (Fig. 9) and NOAA-20 VIIRS (Fig. 11) exhibit a similar 

Fig. 5. Scatter plots of the S-3A OLCI l2gen product LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. The dashed line corresponds to the 1:1 line.  

Fig. 6. Scatter plots of S-3B OLCI IPF-OL-2 LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. The dashed line corresponds to the 1:1 line.  
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behaviour to the S-3B OLCI IPF-OL-2 product, with an overestimate at 
high LWN and RPD in the 13% to 22% range. In particular for MODIS- 
Aqua, there was an overestimate of some reflectance values from 
pixels affected by the ‘SEAICE’ SeaDAS l2gen quality flag, resulting in a 
high slope, RPD and root mean square difference (Fig. 9). On the other 
hand, results for Suomi-VIIRS (Fig. 10) suggest a similar trend to the S- 
3A OLCI IPF-OL-2, with the overestimates at low LWN driving the high 
slope and RPD values. 

Of the NASA sensors, MODIS-Aqua performed worst for AMT26–27 
and best for AMT28–29, with scores of 0.77 and 1.24 respectively 
(Table 3). NOAA-20 VIIRS performed below average (score of 0.88) and 

comparably to S-3B OLCI l2gen. Suomi-VIIRS results, with scores of 0.91 
and 0.92, suggest an average performance comparable to S-3A OLCI 
l2gen. 

3.4. Sentinel-3A and 3B OLCI tandem phase comparison 

For AMT28, there were 14 coincident passes within ±12 h from in 
situ acquisition, resulting in a total of N = 150 coincident matchups. 
Results for the comparison with AMT28 are summarized in Fig. 12. At 
bands from 412 to 510 nm, S-3A OLCI IPF-OL-2 was more accurate than 
S-3B OLCI IPF-OL-2, which tended to overestimate at low LWN values. At 

Fig. 7. Scatter plots of the S-3B OLCI POLYMER product LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. The dashed line corresponds to the 
1:1 line. 

Fig. 8. Scatter plots of the S-3B OLCI l2gen product LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. The dashed line corresponds to the 1:1 line.  
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560 nm we saw a slight switch in this trend with more S-3A OLCI points 
now below the 1:1, resulting in a higher RPD compared to S-3B OLCI. At 
red bands, due to the very low LWN signal, both S-3A OLCI and S-3B OLCI 
showed a high degree of scatter which resulted in low correlation values 
and high RPD. These results are consistent with the AMT28 trends 
shown in Figs. S3 and S7 of the supplementary material. AMT28 results 
for the POLYMER and l2gen processors are included in the supplemen-
tary material (Figs. S10 and S11). 

To further investigate these results, the 150 S-3A and 3B IPF-OL-2 
coincident AMT28 matchups were split in two phases: the Tandem 
Phase (from the beginning of the AMT28 campaign on 23 September to 
16 October 2018), and the Drift Phase (from 17 October to the end of the 
AMT28 campaign on 29 October 2018). S-3A OLCI and S-3B OLCI IPF- 
OL-2 LWN were directly compared for both phases with N = 107 for 
the Tandem Phase and N = 43 for the Drift Phase. During the Tandem 
Phase, IPF-OL-2 showed a good agreement at all bands from 412 to 620 
nm, with a slope and correlation coefficient close to 1, low bias, inter-
cept, and mean square difference and an RPD value of 8% (Fig. 13 left, 
Table 4). In contrast, Drift Phase results (Fig. 13 right, Table 5) show a 
significant decrease in agreement. This is evidenced by increased values 
for bias, intercept, and root mean square difference, resulting in an RPD 
value of 22%. 

At the band level, Table 4 shows that RPD values for the Tandem 
Phase were within 2 to 7% between 412 and 510 nm, with slopes within 
0.96 to 1.17 and correlation coefficients above 0.5 for the same 

wavelength range. At 560 nm the RPD increased to 20%. During the 
Drift Phase (Table 5) S-3B OLCI showed positive biases when compared 
to S-3A OLCI with RPD values ranging from 15% to 22% between 412 
and 560 nm. At 620 nm and 665 nm, results were poor for both phases 
due to low signal, but S-3A OLCI/S-3B OLCI agreement was better 
during the Tandem Phase in terms of regression and correlation. 

Tandem and Drift Phase results for the POLYMER and l2gen pro-
cessors are provided in the supplementary material. For POLYMER, the 
agreement between sensors during the Tandem Phase (Fig. S12 left 
panel, Table S4) was comparable to IPF-OL-2, although with reduced 
scatter which results in a lower RPD of 5%. During the Drift Phase, 
POLYMER S-3A and S-3B OLCI had a smaller RPD of 10% and bias and 
higher correlation compared to IPF-OL-2 S-3A and S-3B OLCI (Fig. S12 
right panel, Table S5). For l2gen, the agreement between the sensors 
during the Tandem Phase was comparable to IPF-OL-2, although the 
metrics for the 412–665 nm dataset are slightly worse (Fig. S13 left 
panel, Table S6). The results for the l2gen Drift Phase (Fig. S13 right 
panel, Table S7) are not conclusive due to the smaller number of 
matchups. 

4. Discussion 

4.1. Uncertainties in fiducial reference measurements of above-water 
radiometry and other validation criteria 

Fixed-platform sites, such as MOBY (Clark et al., 2003), BOUSSOLE 
(Antoine et al., 2008) and AERONET-OC (Zibordi et al., 2009b), have 
traditionally been used to acquire very high quality in situ data for 
vicarious calibration as well as validation. While Bailey et al. (2008) 
showed that some of the conditions (requirements for hyper-spectral 
resolution and low Chl-a waters, restrictions on aerosol type and load) 
can be relaxed without compromising the quality of the vicarious cali-
bration, these platforms are usually bound by stringent requirements 
(Zibordi et al., 2015). Consequently, the uncertainty at these sites has 
been well characterised. For AERONET-OC, the estimated uncertainty in 
normalised water-leaving radiance varies from 5% in the blue to 7–10% 
in the red (Gergely and Zibordi, 2014). MOBY is even more stringent and 
varies from 3% in the blue to 5% in the red (Brown et al., 2007). For 

Table 3 
Results from the round-robin processor comparison.  

Processor AMT26–27 AMT26–27 AMT26–29 

S-3A OLCI IPF-OL-2 1.12 0.78 1.02 
S-3A OLCI POLYMER 1.28 1.09 1.24 
S-3A OLCI l2gen 0.91 0.91 1.07 
S-3B OLCI IPF-OL-2 – 0.99 0.95 
S-3B OLCI POLYMER – 0.96 0.93 
S-3B OLCI l2gen – 1.06 0.88 
Suomi-VIIRS 0.92 0.91 0.95 
NOAA-20 VIIRS – 1.06 0.88 
MODIS-Aqua 0.77 1.24 1.07  

Fig. 9. Scatter plots of the MODIS-Aqua LWN product versus HyperSAS in situ LWN for the common bands in the visible. The dashed line corresponds to the 1:1 line. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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BOUSSOLE the overall uncertainty in water-leaving reflectance is 
approximately 6% (Antoine et al., 2008), with a more recent Monte- 
Carlo assessment showing values below 4% for remote sensing re-
flectances in the blue and green bands, and approximately 5% in the red 
channels (Białek et al., 2020). Studies using these data for validation 
exercises usually assume that the in situ dataset has already been ac-
quired under optimal conditions and undergone quality assurance, so no 
filtering based on an uncertainty threshold or any other quality indicator 
is performed. 

Shipborne platforms have the potential to be used for vicarious 
calibration (Bailey et al., 2008). Protocols have been proposed to 
minimise the effect of the ship and environmental conditions (Hooker 
and Morel, 2003) but, in practice, radiometric data from such sources 
have been mostly used for radiometric validation (Brewin et al., 2016; 
Tilstone et al., 2017; Giannini et al., 2021). Uncertainties arising from 
above-water radiometry on moving platforms are less well characterised 
than for fixed sites, most likely due to difficulties in defining an uncer-
tainty budget (Zibordi et al., 2012), and are typically checked through 
intercomparison exercises between radiometers (Vabson et al., 2019; 
Tilstone et al., 2020; Alikas et al., 2020). Most studies rely on well- 
controlled acquisition conditions to obtain high-quality, low-uncer-
tainty measurements on ships, with the ship maneuvered into station 
and sensors pointing at optimal zenith angles (Ruddick et al., 2006). For 
other sources, such as ships of opportunity, quality control has typically 
been implemented through post-acquisition filtering based on spectral 
shapes and typical maximum values (Qin et al., 2017; Tilstone et al., 
2022). 

While Alikas et al. (2020) had previously computed the uncertainty 
associated with Rrs measured on a moving ship for two radiometer 
systems (TriOS-RAMSES and Seabird HyperSAS) deployed on the AMT, 
all the in situ data were used to validate S-3A OLCI regardless of 

uncertainty. To the best of our knowledge, uncertainty estimates have 
never been used to select in situ data measured from a moving ship for 
validation purposes. Here we have demonstrated that, while our un-
certainty threshold is higher than the nominal uncertainties of most 
fixed platforms, lowering it has no appreciable effect on the validation 
metrics for the region. In fact, our proposed 25% uncertainty threshold 
provides the greatest advantage in terms of both data quantity and 
quality by minimising the value of Ψ while maximising the number of 
matchups. Most of the fixed platforms that provide high-quality FRM for 
satellite validation are in coastal and shelf environments which cover 
eutrophic to mesotrophic ecosystems. Quantifying uncertainties in 
radiometric data from the AMT highlights the value of using semi- 
autonomous underway measurements with low uncertainties to 
enhance the matchup capability in remote oligotrophic regions of the 
ocean. 

Some regions transected by the AMT campaigns (e.g., the subtropical 
gyres) are known to be relatively homogeneous with low temporal and 
spatial variability (Brewin et al., 2016). The homogeneity threshold 
study in Section 3.1 corroborated this by showing that changes in the 
coefficient of variation threshold had very little impact in the validation 
statistics. The comparison of different validation methods performed by 
Concha et al. (2021) showed that the Bailey and Werdell (2006) protocol 
produced 20% more S-3A OLCI matchups than the Zibordi et al. (2009a) 
protocol. This indicates that changes in the size of the extraction box and 
the threshold number of valid pixels within the box (50% valid pixels 
within a 5 × 5 pixel box for Bailey and Werdell (2006), 100% valid 
pixels within a 3 × 3 pixel box for Zibordi et al. (2009b) would have a 
bigger impact than any changes in the CV threshold for our AMT data. 
Regarding the effect of changing the matchup temporal window, we 
observed a small improvement in relative differences when increasing 
the temporal window, with the other statistical metrics remaining 

Fig. 10. Scatter plots of the Suomi-NPP VIIRS product LWN versus HyperSAS in situ LWN for the common bands in the visible. The dashed line corresponds to the 
1:1 line. 
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Fig. 11. Scatter plots of the NOAA-20 VIIRS product LWN versus HyperSAS in situ LWN for the common bands in the visible. The dashed line corresponds to the 
1:1 line. 

Fig. 12. Coincident AMT28 matchup results for S-3A OLCI (blue) and S-3B OLCI (green) IPF-OL-2 LWN versus HyperSAS in situ LWN for the OLCI bands in the visible. 
The dashed line corresponds to the 1:1 line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.) 
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stable. These results are consistent with similar tests in other oligotro-
phic regions, see for example Table 2 in Brewin et al., 2013. 

4.2. Radiometric performance of OLCI, MODIS and VIIRS 

The design of our study follows a conventional validation approach, 
which solely yields a measure of the differences between in situ and 
satellite data. A priori, our findings are not able to identify the source of 
the divergence or suggest strategies to enhance the accuracy of the 
satellite outputs. According to Zibordi et al. (2022), discrepancies be-
tween satellite and in situ radiometric data may stem from errors in at-
mospheric correction, instrument characterization, and/or the quality of 
the in situ measurements. Instrumentation and experimental setup are 
among the various field measurement aspects that can introduce sys-
tematic variations between in situ and satellite retrievals, but their im-
pacts can be mitigated through proper design. The previous section has 
addressed the role of uncertainties in this context. Furthermore, our in 
situ data meet the minimum spectral resolution requirement of 3 nm for 
validating OLCI in oligotrophic waters (Zibordi et al., 2017). In order to 
enhance the satellite atmospheric correction algorithm and gain an 

understanding of its different aspects, it is essential to develop an error 
budget as part of the validation process. Although the derivation of an 
error budget for OLCI radiometric products is beyond the scope of this 
paper, Li et al. (2019) conducted an exhaustive investigation which 
revealed that the primary sources of error in the China Sea were the 
aerosol estimation and the Rayleigh-correction. 

Data obtained from AMT covered a wide range of trophic environ-
ments. While the shape of the in situ spectra (Figs. S2a and S3a) were 
consistent with those reported by Lee et al. (2015) in hyperoligotrophic 
waters in the South Pacific gyre, the signal for bands 412–510 nm was, in 
most cases, substantially lower. Spectra in the lower signal range 
matched radiometry reported for cruises across the Southern Atlantic 
and Southeastern Pacific oceans (Garcia et al., 2011; Rudorff et al., 
2014). The highest variability in the magnitude of the signal was 
observed between 412 and 490 nm and can be attributed to the gradient 
in phytoplankton biomass concentration and composition, and associ-
ated co-varying material (e.g., non-algal particles and yellow 
substances). 

The GCOS requirement for the radiometric accuracy of S-3 OLCI is 
5% for blue and green bands (GCOS, 2011). Using FRM’s from AMT, we 
found that RPD values for the IPF-OL-2 processor varied from 10% at 
490 nm to 17% at 560 nm for S-3A (Fig. 3) and from 16% at 412 nm to 
30% at 560 nm for S-3B (Fig. 6). These values match relative differences 
reported by Zibordi et al. (2022) in the oligotrophic waters of the 
Casablanca Platform in the Mediterranean Sea. S-3A retrievals of 
LWN(412) provided the best standard product results in terms of 
regression and correlation, although there was still some scatter around 
the 1:1 line. The higher RPD value at 412 nm and 442 nm could be due to 
inadequate identification and quantification of the aerosol concentra-
tion and composition in the IPF-OL-2 atmospheric correction, as sug-
gested by Alikas et al. (2020). These results suggest that further work is 
still required on improving the IPF-OL-2 AC and the system vicarious 
calibration across bands, particularly for S-3B OLCI. 

Using the POLYMER processor (Figs. 4, 7) resulted in improved re-
trievals for the blue and green bands, with RPD values from 9% at 490 
nm to 14% at 412 nm for S-3A (Fig. 4) and from 12% at 490 nm to 19% 
at 560 nm for S-3B (Fig. 7). While the water types under study are 
different, the overall results match recent studies (Mograne et al., 2019; 
Alikas et al., 2020; Tilstone et al., 2022) where POLYMER outperformed 
C2R-CC in coincident analysis. While the POLYMER team have been 
proactive in their SVC efforts, the relative band-to-band calibration 
holds greater weight than the absolute gains for processors, such as 
POLYMER, that place stringent limitations on water reflectance as part 

Fig. 13. Coincident Tandem Phase (left) and Drift Phase (right) matchup results for S-3B OLCI IPF-OL-2 LWN versus S-3A OLCI LWN for the OLCI bands in the visible. 
The dashed line corresponds to the 1:1 line. 

Table 4 
S-3B versus S-3A OLCI IPF-OL-2 tandem phase statistics.  

Band N S I r Ψ δ Δ RPD 

412 107 1.05 − 0.09 0.94 0.068 0.001 0.068 2% 
442 107 1.07 − 0.09 0.91 0.077 0.018 0.074 2% 
490 107 1.17 − 0.17 0.73 0.065 0.011 0.065 3% 
510 107 0.96 0.04 0.51 0.070 0.023 0.066 7% 
560 107 0.75 0.06 0.58 0.053 0.020 0.050 20% 
620 107 0.94 0.01 0.35 0.042 0.014 0.039 110% 
665 107 1.11 0.00 0.20 0.031 0.004 0.031 127%  

Table 5 
S-3B versus S-3A OLCI IPF-OL-2 drift phase statistics.  

Band N S I r Ψ δ Δ RPD 

412 42 0.97 0.21 0.91 0.216 0.172 0.130 16% 
412 42 0.90 0.26 0.91 0.192 0.148 0.122 15% 
490 42 0.78 0.30 0.81 0.147 0.107 0.100 15% 
510 42 0.53 0.39 0.37 0.138 0.106 0.088 20% 
560 42 0.70 0.13 0.20 0.086 0.051 0.069 22% 
620 42 0.37 0.04 0.14 0.054 0.017 0.051 77% 
665 42 0.30 0.02 0.13 0.041 0.005 0.040 116%  
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of their AC model (Steinmetz et al., 2011; Steinmetz and Ramon, 2018). 
This suggested that POLYMER’s superior performance is due to better 
AC procedures, rather than differences in SVC. Although POLYMER 
accurately retrieves data contaminated by sun glint, thin clouds, heavy 
aerosol, plumes or adjacency effects, standard atmospheric correction 
schemes such as IPF-OL-2 and l2gen often fail to handle these cases 
correctly, as they rely on extrapolation from the near infrared. 
Improving the retrievals at blue and green bands is critical for increasing 
the accuracy of the OLCI case 1 chlorophyll product, as demonstrated by 
Tilstone et al. (2021) where S-3A OLCI Chl-a from POLYMER performed 
best in comparison to underway spectrophotometric Chl-a. Nonetheless, 
it was observed that POLYMER exhibited a tendency to restrict the dy-
namic range of LWN in the green bands, which could affect the precision 
of the band ratios and chlorophyll products derived from them. Alter-
natively, the introduction of a line-height approach, where Chl-a is 
associated with a band difference instead of a band ratio can provide 
more stability against these spectral biases (Cazzaniga and Kwiatkow-
ska, 2018; Tilstone et al., 2021). 

SeaDAS l2gen OLCI results exhibited a consistent positive bias in the 
blue and green bands for both S-3A OLCI and S-3B OLCI (Figs. 5, 8). 
Overall, this overestimation was more prominent than suggested in the 
validation of Rrs against AERONET-OC reported by NASA OBPG 
(2022g), which was the only SeaDAS l2gen OLCI R2022 study available 
at the time of writing. These radiometric biases could be attributed to 
the use of a model-based vicarious calibration rather than an issue with 
the l2gen atmospheric correction, and would be likely to improve when 
in situ-derived system vicarious calibration gains become available for 
the l2gen processor. 

The comparison of coincident S-3A OLCI and S-3B OLCI IPF-OL-2 
products again showed that S-3A OLCI performed better than S-3B 
OLCI for our AMT28 data during the tandem and drift phases in 2018, 
with S-3B OLCI displaying a consistent overestimate for the blue bands 
at low LWN (Fig. 12). It is worth noting that 60% of our matchups for the 
tandem phase analysis came from the same pair of data granules ac-
quired on 12th October 2018 in South Atlantic tropical waters, which 
presented active ‘BPAC ON’ and ‘MEGLINT’ flags for both S-3A OLCI and 
3B. This suggests that differences may be due to the bright pixel and 
glint correction algorithms. 

During the Tandem Phase, S-3A and S-3B OLCI data were acquired 
almost simultaneously over the same areas, under similar solar and 
satellite geometries, and marine and atmospheric conditions. All three 
OLCI processors exhibited good agreement between S-3B and S-3A OLCI 
LWN during the Tandem Phase, with RPD values ranging from 5% for 
POLYMER to 10% for l2gen (Figs. 13, S12 and S13). The spectral anal-
ysis during this phase revealed relative percentage differences of 2–8% 
in the 412–510 nm range, increasing towards the yellow and red parts of 
the spectrum with RPD values within 5–20% for 560 nm, 24–110% for 
620 nm and 34–127% for 665 nm (Tables 4, 5, S4, S5, S6 and S7). These 
results are consistent with the findings of Lamquin et al. (2020b) and 
Zibordi et al. (2022). To address remaining biases between S-3A and S- 
3B OLCI, which stem from differences in spectral characterization and 
radiometric/geometric calibrations, a comprehensive and cross-mission 
consistent SVC should be implemented. 

As the Drift Phase progressed, the two sensors began to drift apart 
into different orbits, resulting in increasing systematic differences in 
sensor overpass times for a given location. Upon intercomparing the S- 
3B and S-3A OLCI data products, we found significant and consistent 
discrepancies, with an overall RPD value of 22% for IPF-OL-2 and 18% 
for l2gen. While orbital differences lead to variations in target and light 
conditions, variability within our time window (± 1 h) should be 
considered random, if not negligible, and therefore cannot be solely 
responsible for the observed increase in biases after the Tandem Phase. 
On the contrary, the analysis conducted by (Zibordi et al., 2022) found 
that these biases were due to systematic differences in viewing geome-
try, suggesting a potential dependence of the atmospheric correction on 
viewing angle. Section 3.4 results indicated that the degradation during 

the Drift Phase was most and least pronounced for IPF-OL-2 and 
POLYMER respectively, suggesting that the POLYMER atmospheric 
correction may be less sensitive to these viewing geometry effects. 

At the time of writing, there were no assessments of R2022 MODIS- 
Aqua, Suomi-VIIRS or NOAA-20 VIIRS radiometric accuracy beyond the 
matchup analysis from NASA OBPG as part of their R2022 reporting 
(NASA OBPG, 2022f, 2022h, 2022i). This validation was performed 
relative to all available matches from SeaBASS and AERONET-OC, so 
only a subset of the matchups are relevant to the open-ocean type waters 
of our study. 

The assessment of MODIS-Aqua showed a consistent overestimation 
of LWN in all bands (Fig. 9). This is particularly evident in comparison to 
AMT26 in situ data and resulted in the lowest score for the AMT26–27 
round-robin exercise. Studies using global R2018 data from a range of 
environments report similar (8–22%, Song et al. (2022), Mélin (2022)) 
and higher (20–45%, Barnes et al. (2019)) RPD values in the blue and 
green bands. These results could be due to an overcorrection of sensor 
degradation in the blue bands introduced in the R2018 data reprocess-
ing and carried over to R2022. Although positive biases in the blue and 
green bands may cause an overestimation of band ratio values, and ul-
timately lead to the underestimation of Chl-a, Tilstone et al. (2021) 
demonstrated that MODIS-Aqua performed well and comparably to 
OLCI. This can be attributed to the use of band difference algorithms, 
which prioritise spectral shape over the absolute values of remote 
sensing reflectance. 

We found that Suomi-VIIRS performed well in the blue and green 
bands, and less so in the red (Fig. 10). This is consistent with previous 
findings by Wang et al. (2015, 2016), who also reported that Suomi- 
VIIRS was accurate in the open ocean especially for blue and green 
bands. Large standard deviation values for bands above 600 nm due to 
low signal in the red from clear waters have also been reported in 
various Suomi-VIIRS assessments (e.g., Wang and Jiang (2018), using 
MOBY data). 

As with l2gen OLCI, the system vicarious calibration for NOAA-20 
VIIRS was performed using an ocean reflectance model-based 
approach. This fact seemed to affect its performance when compared 
to the other NASA sensors, resulting in the lowest score of the 
AMT28–29 round-robin exercise. While NOAA-20 VIIRS performed 
worse than Suomi-VIIRS overall, there was a reasonable agreement be-
tween the two VIIRS sensors during the mission’s overlap, as reported by 
Mélin (2021, 2022). Based on our data, the overall NOAA-20 VIIRS 
performance was comparable with the l2gen OLCI products. 

Our findings indicate notable variations across the three NASA 
missions, despite utilising the same atmospheric correction approach. 
These differences may originate from multiple factors, including vari-
ances in sensor design, operation, and spectral properties (Barnes et al., 
2019; Lyapustin et al., 2023), which can propagate through the pro-
cessing stages (Li et al., 2019; Tilstone et al., 2021; Park et al., 2022). 
Additionally, the atmospheric correction process may respond diversely 
to distinct observation and illumination geometries, aerosol types and 
water types (Gordon, 2021; Li et al., 2022; Wang et al., 2022). Moreover, 
temporal and spatial disparities due to overpass times that are a few 
hours apart and the mapping of dissimilar pixel sizes and shapes could 
impact the resultant products. 

The results shown in section 3.2 highlight an overestimate in the 
OLCI IPF-OL-2 product at blue and green bands in the low Chl-a waters 
of the Atlantic Ocean. OLCI LWN could be improved through use of the 
POLYMER atmospheric correction and through further updates of the 
system vicarious calibration of OLCI. The derivation of mission-wide 
gain factors for S-3 OLCI allows for a stable, single-baseline reproc-
essed dataset and it is key for the incorporation of OLCI data into climate 
records such as the ESA Ocean Colour Climate Change Initiative (OC- 
CCI) dataset. Though planning for the European Commission Copernicus 
Ocean Colour System Vicarious Calibration infrastructure (OC-SVC) is 
underway, its potential start of operations in 2027 is well beyond cur-
rent mission timescales. 
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The AMT provides optimal conditions for the collection of radio-
metric FRM for the sustained validation of OLCI and other ocean-colour 
sensors over a range of optical conditions in the Atlantic Ocean, and 
especially in open-ocean regions. The AMT also has the potential to 
contribute to improve current atmospheric correction algorithms in 
open-ocean waters (Frouin et al., 2019). For example, Gossn et al. 
(2019) have shown that a baseline residual approach exploiting the new 
OLCI SWIR band at 1016 nm in conjunction with the 865 nm band re-
duces the correlation between water and aerosol signal, improving the 
atmospheric correction over extremely turbid waters. Similar methods 
could boost the AC performance regionally over North Atlantic gyre 
waters, where input from dust can be considerable (Pabortsava et al., 
2017). The acquisition of collocated radiometry and Chl-a from both 
HPLC and underway absorption measurements during AMT campaigns 
has proved valuable to develop and validate bio-optical algorithms, as 
done by Brewin et al. (2016) for MODIS, MERIS and VIIRS, and further 
demonstrated by Tilstone et al. (2021) for S-3 OLCI. 

5. Conclusions 

We have shown how the AMT platform can provide fiducial refer-
ence measurements in the open ocean using a method that maximizes 
the quantity and quality of matchups. We have implemented a robust 
matchup procedure that takes into account the homogeneity, the qual-
ity, and the temporal and spatial variability characteristics of both in situ 
and satellite data. We have used this method together with in situ fidu-
cial reference measurements and associated uncertainties, collected over 
four AMT campaigns, to evaluate three ocean-colour instruments 
(MODIS, VIIRS and OLCI) in Atlantic open-ocean waters. 

The methodology presented here illustrates the need for moving 
platforms, such as ships, to perform careful and rigorous calculation of 
the uncertainties of in situ radiometric data to quality-control mea-
surements for use in validation. This paper has defined thresholds for 
these uncertainties, which will serve as a useful guideline for autono-
mous measurements for future seaborne validation campaigns. We have 
demonstrated that the use of an uncertainty threshold can reduce bias in 
validation results, and that the validation statistics are not particularly 
sensitive to the use of varying temporal or spatial homogeneity matchup 
criteria, at least for the region under study. 

Using these FRMs for the Atlantic Ocean we have shown that IPF-OL- 
2 RPD values were within 10%–21% in blue and blue-green bands. In the 
yellow and red, where the water leaving radiance signal is low and 
within the radiometric noise of the sensor, RPD values for IPF-OL-2 
increased further. We found that the use of POLYMER with S-3 OLCI 
improves the retrieval performance of LWN at most wavelengths. For 
SeaDAS l2gen, we found a systematic bias between the in situ radio-
metric data, possibly due to vicarious gains. 

FRMs acquired for AMT28 also provided a direct comparison be-
tween S-3A and S-3B OLCI LWN during the Tandem and Drift Phases. This 
analysis demonstrated the consistency of OLCI products across missions 
when flying in tandem. Outside of the Tandem Phase, we provided ev-
idence for substantial systematic differences between the two OLCI 
sensors, which can be attributed to viewing angle interdependencies in 
the OLCI standard atmospheric correction IPF-OL-2. 

Suomi-VIIRS LWN products RPD values were within 19% and 28% for 
the common bands (410, 443, 486, 551 and 671 nm), whereas MODIS- 
Aqua and NOAA20-VIIRS were closer to in situ with relative difference 
between 13% and 22%. The results highlighted the level of accuracy of 
the S-3 OLCI data streams in comparison with those from legacy mis-
sions. Of the ocean-colour sensors tested, S-3A OLCI provided the best 
performance for radiometric products. 
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